






of the hottest summers across Europe and the
decade when they occurred (24). To highlight the
contribution of summers in the 2001–2010 dec-

ade, the analysis was initially restricted to the
1500–2000 period (Fig. 3A) and then updated to
2010 (Fig. 3B). Until the end of the 20th century

(20C), maximum seasonal temperatures across
Europe mostly ranged 2 to 3 SDs of their 1970–
1999 climatology, with regional extreme summers

Fig. 2. European summer temperatures for 1500–2010. Statistical
frequency distribution of best-guess reconstructed and instrument-
based European ([35°N, 70°N], [25°W, 40°E]) summer land tem-
perature anomalies (degrees Celsius, relative to the 1970–1999
period) for the 1500–2010 period (vertical lines). The five warmest
and coldest summers are highlighted. Gray bars represent the
distribution for the 1500–2002 period (11), with a Gaussian fit in
black. Data for the 2003–2010 period are from (23). (Bottom) The
running decadal frequency of extreme summers, defined as those
with temperature above the 95th percentile of the 1500–2002
distribution. A 10-year smoothing is applied. Dotted line shows the
95th percentile of the distribution of maximum decadal values that
would be expected by random chance (15).
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Fig. 3. Spatial distribution of the hottest European summers
(24). The height and the color of the bars indicate the best-
guess maximum anomaly (degrees Celsius, relative to the
1970–1999 period) and the decade of the corresponding
summer, respectively, for the periods (A) 1500–2000 and (B)
1500–2010. For better readability, each bar is subdivided
with 1°C intervals. The embedded plot shows the correspond-
ing percentage of European areas with summer maxima above
the given temperature (in SDs) for the 1500–2000 (dashed
line) and 1500–2010 (dotted line) periods. Data sources are
(11) (1500–2002) and (23) (2003–2010).
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clustering in a few decades of the last five centu-
ries. During the 2001–2010 decade, 500-year-long
records were likely broken over ~65% of Europe,
including eastern Europe (2010), southwestern-
central Europe (2003), the Balkans (2007), and
Turkey (2001). These summers have consider-
ably contributed to the upper tail of the Europe-
an distribution of summer maxima (Fig. 3, inset).
Thus, the percentage of European regions with
seasonal maxima above 3 SDs (>99th percentile
of the 1970–1999 distribution) has doubled with-
in one decade. The 2003 and 2010 summers were
likely the warmest on record over ~25% of Eu-
rope, standing asmajor contributors to the current
European map of the hottest summers.

It is noticeable that the two hottest summers
in Europe resulted from subseasonal heatwaves
of outstanding magnitude and large spatial extent.
This raises the question of whether these “mega-
heatwaves” (25) (and regional extreme events at
other time scales) will become more frequent in
the future. To address this question, we evaluated
transient experiments from 11 high-resolution re-
gional climate models (RCMs) driven with differ-
ent general circulation models (GCMs), which are
forced with the A1B emission scenario (15, 26).
The analysis emphasizes analogs of the 2010 and
2003 events over the eastern (EE) and western
(WE) European regions that were strongly affected
by these mega-heatwaves (fig. S11).

Anthropogenic changes are assessed in terms
of return periods (RPs) of maximum 7-day sum-
mer regional temperature for three time slices
(1970–1999, 2020–2049, and 2070–2099) (Fig. 4).
Regional mean temperatures were normalizedwith
reference to the 1970–1999 climatology and here-
after expressed as SDs (27). Simulations for the
1970–1999 period indicate a reasonable model
skill, although there is a considerable spread of
model results, particularly for long RPs (figs. S12
and S13). The ensemble of RCMs projects that

weekly heat spells of themagnitude of the second
week of August 2003 (7-day anomaly of 3.7
SDs), which are extremely rare in the 20C simu-
lations, will probably occur in 2020–2049, with a
best-guess RP of ~10 years in EE and ~15 years
inWE. However, a weekly 2010-like event (~4.5
SDs) remains very rare in the same period (best-
guess RPs of >30-year over both regions). By the
end of the 21st century (21C), such extreme
weekly heat spells are expected every ~8 years in
EE and ~4 years in WE, whereas some models
show regular 2003-like anomalies (about every
second summer). The estimated RPs involve ma-
jor model uncertainties and should be carefully
interpreted, given the high natural variability of
such extreme events. Thus, some RCMs show sev-
eral events similar to 2010 in the period 2020–2049
(fig. S14, left), whereas others show just one
event similar to 2003 within the last 30 years of
the 21C (fig. S14, right).

The increase in probability of 2003- and 2010-
type events depends on the time scale addressed
and differs if the seasonal anomaly is emphasized
instead of the weekly time scale above (SOM
text). The analysis of RCM time series for the
2011–2100 period reveals 2003 analogs (at all
7- to- 91-day temporal scales) before 2050 in
more than half of the models (figs. S14 and S15).
However, the same cannot be stated for a 2010
analog until the second half of the 21C, partic-
ularly at monthly and seasonal scales. For the last
30 years of the 21C, the occurrence of 2010-like
monthly anomalies (~5 SDs) increases rapidly to
one event per decade in most models, and by
2100 all models present at least one summer like
2010.

The enhanced frequency for small to moder-
ate anomalies of 2 to 3 SDs is mostly accounted
for by a shift in mean summer temperatures (com-
pare Fig. 4 with fig. S18). However, the future
probabilities of mega-heatwaves with SDs sim-

ilar to 2003 and 2010 are substantially amplified
by enhanced variability. Particularly in WE, var-
iability has been suggested to increase at inter-
annual and intraseasonal time scales (1, 2) as a
result of increased land-atmosphere coupling
(28) and changes in the surface energy and water
budget (2, 29). Models indicate that the structure
of circulation anomalies associated with mega-
heatwaves remains essentially unchanged in the
future (SOM text).

Our results reveal that along with the reported
changes in local heatwaves (8), there is an in-
creasing likelihood of mega-heatwaves over high-
ly populated areas of Europe with magnitudes
such that they would exceed the exceptional cur-
rent weekly-to-seasonal temperature maxima of
WE within the next four decades and of EE af-
terwards. Given the disastrous effects of the 2003
and 2010 events, these results venture serious
risks of simultaneous adverse impacts over large
areas if no adaptive strategies are adopted.
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13C NMR Guides Rational Design of
Nanocatalysts via Chemisorption
Evaluation in Liquid Phase
Karaked Tedsree,1 Chun Wong Aaron Chan,1 Simon Jones,1 Qian Cuan,2 Wei-Kun Li,2

Xue-Qing Gong,2 Shik Chi Edman Tsang1*

The search for more efficient heterogeneous catalysts remains critical to the chemical industry.
The Sabatier principle of maximizing catalytic activity by optimizing the adsorption energy of the
substrate molecule could offer pivotal guidance to otherwise random screenings. Here we show that
the chemical shift value of an adsorbate (formic acid) on metal colloid catalysts measured by
13C nuclear magnetic resonance (NMR) spectroscopy in aqueous suspension constitutes a simple
experimental descriptor for adsorption strength. Avoiding direct contact between the 13C atom
and the metal surface eliminates peak broadening that has confounded prior efforts to establish
such correlations. The data can guide rational design of improved catalysts, as demonstrated
here for the cases of formic acid decomposition and formic acid electro-oxidation reactions.

In 1913, the French chemist Paul Sabatier
introduced a qualitative concept in chemical
catalysis that described the appropriate inter-

action between catalyst and substrate as a balance
between extremes. If the interaction is too weak,
the substrate will fail to bind to the catalyst and
no reaction will take place; if it is too strong, the
catalyst will be blocked by the substrate, inter-
mediate, or product, hindering turnover of the
catalytic cycle (1). The Sabatier principle is best
illustrated by Balandin’s volcano relations be-
tween reaction rates and adsorption energies,which

was employed from the study of catalytic de-
composition of formic acid over transition metals
by Sachtler and Fahrenfort in 1961 (2). How-
ever, various thermodynamic data, such as the
heat of formate or oxide formation, were actually
used to estimate the adsorption energies in these
early studies. These bulk thermodynamic proper-
ties established under different reaction con-
ditions were not the best descriptors for surface
adsorption structures and energies (3). Over the
past decade, theoretical calculation of adsorption
energies on solid surfaces using density func-
tional theory (DFT) has become practical on
account of enhanced computing power, although
data to validate this complex modeling under
realistic reaction conditions [in liquid phase or
under pressure, rather than in ultrahigh vacu-
um (UHV)] have been scarce (4 ). In addition,
Somorjai earlier demonstrated that face specific-

ity is a characteristic property of adsorption (5),
which implies that the modeling of working cat-
alysts that comprise different surfaces while tak-
ing complexities such as solvent effects, surface
specificity, and adsorbate-adsorbate interactions
into account may not be a simple task.

Traditional resonance methods such as elec-
tron spin resonance (ESR) and nuclear magnetic
resonance (NMR) can yield a wealth of infor-
mation about the electronic interactions between
atoms under non-UHV conditions in the liquid or
solid phase (6, 7). Studies of chemisorption of
small probing molecules such as CO and eth-
ylene on metal surfaces by both solution and
solid-phase NMR have been reported (8–13). A
broad NMR peak was observed because of
particle anisotropy and magnetic field inhomo-
geneity. Newmark (12) and Bradley (13) used
solution-phase 13C NMR to probe adsorption of
13CO onto different metal colloids in solution.
They showed that the tumbling motion of nano-
sizedmetal particles in solution is sufficiently fast
to reduce the particle anisotropy in a magnetic
field over the liquid suspension of particles. How-
ever, all of the above works encountered sig-
nificant Knight-shift effects in their NMR peaks
due to the coupling of conduction electrons from
the Fermi levels of the metal particles with the
probe 13C atom in direct contact, which severely
perturbed and broadened the 13C chemical shift
values [peak position and peak width are af-
fected, ranging from a few to hundreds of parts
per million (ppm)]. This problem precluded the
potential use of chemical shift values for assess-
ing adsorption strength until our initial work on
the adsorption of formic acid on Ru nanopar-
ticles. We showed that the presence of the O
spacer atoms in the adsorbed formate substan-
tially reduces the Knight-shift effect on the 13C
nucleus, because it is not directly coupled to the

1Wolfson Catalysis Centre, Department of Chemistry, University
of Oxford, Oxford OX1 3QR, UK. 2Labs for Advanced Materials,
Research Institute of Industrial Catalysis, East China University
of Science & Technology, Shanghai 200237, P. R. China.
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