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Summary

The availability of high-quality climate records decreases backwards in time,
and the associated increase in uncertainty supports the use of complemen-
tary sources of climate information (such as model simulations) to understand
the underlying physics of the climate system, as well as its past and future
changes. In this Ph.D. thesis we assess the potential of Artificial Intelli-
gence as an additional efficient tool to solve complex problems in the field of
climate sciences. We show that these techniques can optimize the informa-
tion coming from different sets of climate networks such as meteorological
stations, historical records, and paleoclimate archives. Being employed to
address a plethora of questions, they share issues in terms of incompleteness.
Within this framework, we address different problems that are common in
the climate community by developing tailored methodologies with the same
goal of maximizing the extraction of information from incomplete climate
datasets. The developed approaches include metaheuristic algorithms and
cluster analyses and will be applied to incomplete datasets that are typically
employed for paleo-climate reconstructions and regional climate assessments,
respectively.

Recent developments in metaheuristics have shown the efficiency of evolu-
tionary algorithms to solve an extensive set of optimization problems. Specif-
ically, the Coral Reef Optimization algorithm has provided robust solutions
to high dimensional problems in atmospheric and climate sciences. Here, we
combine this optimization algorithm with different climate field reconstruc-
tion methods to find an optimal subset of pseudo-proxies that minimizes

xv
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the spatial bias of annual temperature reconstructions induced by the non-
homogeneous distribution of currently available records. The results indicate
that under certain conditions small subsets of records situated over represen-
tative locations can outperform the reconstruction skill of the full network.
These locations highlight the importance of high-latitude regions and ma-
jor teleconnection areas to reconstruct annual global temperature fields for
the last millennium and their simulated responses to external forcings and
internal variability. However, low frequency temperature variations such as
the transition between the Medieval Climate Anomaly and the Little Ice Age
are better resolved by pseudo-proxies situated at lower latitudes. According
to our idealized experiments a careful selection of proxy locations should be
performed depending on the targeted time scale of the phenomenon to be
reconstructed.

Moreover, we use the Coral Reef Optimization algorithm coupled with
the Analogue Method to obtain a new high-resolution (1◦ × 1◦) reconstruc-
tion of monthly North Atlantic Sea Level Pressure fields since 1750. After
assigning an optimized set of local weights to a network of land-based instru-
mental observations, the reconstruction skill is improved, particularly over
poorly sampled regions, such as that under the influence of the Azores High.
The reconstruction reproduces realistic variations of regional climate patterns
such as the North Atlantic Oscillation and the Azores High as compared to
other observational-based datasets. The results indicate that recent multi-
decadal changes in the winter Azores High intensity have been the highest of
the past 250 years, being concurrent with the prominent positive trend of the
winter North Atlantic Oscillation from the 1960s to the 1990s. Moreover, dif-
ferences in instrumental-based historical series of the winter North Atlantic
Oscillation are partially explained by disparities on the reconstruction of the
Azores High, rather than on the Iceland Low. Our findings also confirm
the importance of the summer Azores High for the European climate. In
particular, displacements of the Azores High center towards the north-east
coincided with extremely warm summers in western Europe, as inferred from
independent temperature reconstructions. Overall, the results suggest that
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substantial improvements in the characterization of the past North Atlantic
atmospheric variability could be achieved by reducing current uncertainties
of the Azores High past behaviour.

Finally, a new clustering technique (known as k-gaps) has been designed
to improve the clustering retrieved from traditional methods when applied
to climate datasets with sparse records and/or incomplete temporal infor-
mation. This method provides a new approach to cluster non-overlapping
and discontinuous time series, therefore exploiting information that other-
wise could be eliminated with data homogenization procedures. The method
has been applied to European station-based daily temperature series since
1950 and validated with synthetic datasets. The results show that k-gaps
performs well for limited networks in terms of both number of records and
temporal availability. The algorithm can generate a climatically consistent
clusterings similar to those obtained with complete time series, and outper-
forms other clustering methodologies developed to work with fragmentary
information. Therefore, k-gaps can provide a useful tool for regional assess-
ments of long-term trends and the detection of historical extreme events at
regional scales.
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Resumen

La disponibilidad de datos climáticos decrece exponencialmente a medida que
retrocedemos en el tiempo, siendo muchas veces necesario el uso de fuentes
complementarias de información (como las simulaciones de modelos de cir-
culación general) para comprender la física subyacente del sistema climático,
así como sus cambios pasados y futuros. En esta tesis doctoral evaluamos
el potencial de la Inteligencia Artificial como una herramienta eficiente que
se puede usar para resolver problemas complejos en la ciencia del clima.
Mostramos como estas técnicas pueden maximizar la información proveniente
de diferentes conjuntos de redes climáticas, como estaciones meteorológicas,
registros históricos y proxies paleoclimáticos. Todos ellos comparten un pro-
blema similar: son datos incompletos que proporcionan información por un
periodo de tiempo limitado. Por lo tanto, hemos abordado diferentes pro-
blemas cuyo objetivo común es maximizar la extracción de información de
conjuntos de datos incompletos. Los métodos desarrollados incluyen algorit-
mos metaheurísticos y análisis de conglomerados.

Recientes avances en metaheurística han demostrado la eficiencia de los
algoritmos evolutivos para resolver diferentes problemas de optimización. Es-
pecíficamente, el algoritmo de Coral Reef Optimization ha proporcionado
soluciones robustas a problemas de alta dimensionalidad en ciencias de la
Tierra y del clima. En esta tesis, combinamos este algoritmo de optimización
con diferentes métodos de reconstrucción climática para minimizar el sesgo
espacial inducido por la distribución no homogénea de datos paleoclimáticos.
Los resultados indican que subconjuntos de series situadas en zonas claves

xix



xx Resumen

pueden mejorar la reconstrucción obtenida con la red completa de datos en
paleo-reconstrucciones del último milenio. Se ha evidenciado la importan-
cia de las altas latitudes y áreas de teleconexión para reconstruir campos de
temperatura global anual y sus respuestas a los forzamientos externos y vari-
abilidad interna del sistema. Sin embargo, las variaciones de temperatura
a largo plazo, como la transición entre la Anomalía Climática Medieval y
la Pequeña Edad de Hielo, se resuelven mejor con registros situados en lat-
itudes más bajas. Nuestros experimentos indican que se debe realizar una
selección de ubicaciones representativas en función de la escala del fenómeno
investigado.

Siguiendo con la misma metodología, utilizamos el Coral Reef Optimiza-
tion junto con el Método de Análogos para obtener una nueva reconstrucción
en alta resolución (1◦× 1◦) de campos mensuales de Presión a Nivel del Mar
sobre el Atlántico Norte desde 1750. Estos campos han sido generados a
partir de una red optimizada de observaciones terrestres. Se ha comprobado
como la técnica de optimización maximiza la robustez de la reconstrucción de
los campos de presión en toda la región de estudio, incluso cuando solo hay
unas pocas observaciones disponibles, reproduciendo variaciones realistas de
los patrones climáticos regionales como la Oscilación del Atlántico Norte, y el
Anticiclón de las Azores desde mediados del siglo XVIII. Esta reconstrucción
optimizada muestra una tendencia positiva en la intensidad del Anticiclón
de las Azores en invierno, siendo la tendencia decenal más alta de los últi-
mos 250 años. Este cambio coincide con la tendencia positiva prominente
de la Oscilación del Atlántico Norte de invierno desde la década de 1960
hasta la de 1990. Además, también encontramos que las diferencias en las
reconstrucciones de la Oscilación del Atlántico Norte se explican en parte por
las diferencias en la reconstrucción del Anticiclón de las Azores, destacando
la importancia de reconstruir este sistema persistente de alta presión para
reproducir el clima de la región. Esta reconstrucción también muestra que
los desplazamientos de este anticiclón hacia el noreste provocaron eventos de
calentamiento extremo en Europa Occidental recogidos por fuentes de tem-
peratura independientes. Por tanto, los resultados sugieren que se podría
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mejorar sustancialmente la caracterización y estudio de la variabilidad at-
mosférica del Atlántico Norte en el pasado, reduciendo las incertidumbres a
la hora de reconstruir el Anticiclón de las Azores.

Finalmente, hemos desarrollado una nueva técnica de conglomerados (de-
nominada k-gaps) con el objetivo de mejorar los analisis de climas regionales
utilizando conjuntos incompletos de datos climáticos. Este método propor-
ciona un nuevo enfoque para agrupar series de tiempo de diferentes longitudes
temporales, utilizando la mayor parte de la información recogida en conjun-
tos de series climáticas, que muchas veces se elimina durante los procesos de
homogeneización de datos. El método se ha aplicado a series de temperat-
uras diarias medidas en estaciones europeas desde 1950 y se ha validado con
conjuntos de datos sintéticos. Los resultados muestran que k-gaps es ideal
para el agrupamiento de pequeños conjuntos de datos climáticos (con pocas
muestras) y con huecos en las series temporales. El algoritmo puede generar
una regionalización climáticamente consistente similar a las obtenidas con
series de tiempo completas, superando a otras técnicas similares desarrolla-
das para trabajar con falta de información. Por lo tanto, k-gaps pueden ser
una herramienta útil para los análisis regionales de tendencias climáticas a
largo plazo y la detección de eventos extremos históricos a escalas regionales.
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Chapter 1

Introduction

In 1950, Alan M. Turing wrote for the first time about computing and intel-
ligence (Turing, 1950). Since then, advances in new technologies have led to
a revolution in areas such as telecommunications, computer science, and au-
tomation that have completely redefined the way we interact with the world
(Hodson, 2018). From the way we learn to the way we work, almost every
aspect of our lives is influenced by innovative developments that improve
our well-being conditions, increase our productivity, or connect us in a vast
network that facilitates human communication, providing global access to
an (almost) infinite source of knowledge. From an engineering point of view
where the world is conceived as a set of problems, new technologies are con-
ceived as optimized solutions to everyday problems.

Optimization is therefore a key component of many fields in social (Row-
land, 1946; Ballings et al., 2016), natural (Kell, 2012; Tchemisova et al.,
2015), and physical (Bounds, 1987; Vadlamani et al., 2020) sciences. Here
is where advanced statistical techniques and fast computational power unite
to create what it is nowadays known as AI (Artificial Intelligence), a mul-
tidisciplinary field with different areas of expertise such as robotics (Rajan
and Saffiotti, 2017), machine learning (LeCun et al., 2015), and optimization
(Swarnkar and Swarnkar, 2019; Soto et al., 2019), that have shown their pro-
ficiency to master high-dimensional and non-linear problems beyond human

1



2 Chapter 1. Introduction

capabilities, sometimes without any kind of supervision (Silver et al., 2016,
2018). In this sense, technological advances in the last few decades have
transformed past Alan Turing’s ideas into practical solutions to problems of
the modern world (Kates-Harbeck et al., 2019; Ho, 2020; Jin et al., 2020).

Nevertheless, modernization has also come at an expensive cost for our
planet. Since 1950, the great acceleration of socio-economic trends (e.g. Stef-
fen et al. (2015); world population, energy and water use, transportation, and
urban construction, among many others) has exerted an important impact
on the natural environment (IPCC, 2014). These activities mainly boosted
by fossil-fuel consumption caused a global radiative energy imbalance and
major changes in the climate system as shown by many studies (e.g. Hansen
et al., 2011; Huber and Knutti, 2012) scrutinized by periodic reports of the
IPCC (Intergovernmental Panel on Climate Change) (Myhre et al., 2013). It
is also clear that these changes in Earth’s system have been primarily caused
by increasing concentrations of atmospheric GHG (Greenhouse Gases) such
as carbon dioxide, nitrous oxide, and methane attributed to human activities
(Ribes et al., 2017). Climate projections in the AR5 (Fifth Assessment Re-
port) of the IPCC obtained from state-of-the-art GCM (General Circulation
Models) (e.g. Flato et al., 2013; Hausfather et al., 2020) indicate that global
mean temperatures will increase up to intolerable levels by the second half
of the 21st century if no mitigation policies are taken in the next few years
(e.g. Collins et al., 2013; IPCC, 2018). The implications of anthropogenic
changes on the climate system are so undeniable for our society (Sanderson
and O’Neill, 2020) that United Nations has characterized them as one of the
most pressing issues of our time.

Within this framework, and taking into account the last advances in com-
puterization, it seems quite reasonable to make use of our acquired technical
background to address climate-related problems that can contribute to this
challenge through an improved characterization of the complex climate sys-
tem.
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1.1 Artificial Intelligence as a tool for Climate

Science

The understanding of our own planet has notoriously increased in the last
decades with the implementation of systems that allow for the continuous
monitorization of the Earth system (i.e. atmosphere, ocean, land, etc). For
instance, the exponential accumulation of information obtained from ocean
and land-based stations, observation satellites, and model simulations (Aga-
piou, 2017) has expanded the ways to broad our knowledge about the dynam-
ics of the climate system, non-linear interactions and responses to external
forcings, as well as their roles in shaping the climate conditions at regional
and global scales (e.g. IPCC, 2013).

Despite these unquestionable benefits, the generation of large amounts
of observational and simulated datasets comes with a problem of big data
where expensive storage infrastructures and fast supercomputers are required
in advance to perform robust climate analyses (e.g. Schnase et al., 2016). In
this regard, ML (Machine Learning) techniques have been used as a tool to
manage large datasets by implementing massive data processing into daily
research (Knüsel, 2019) and tackle complex problems with data-driven ap-
proaches (Karpatne et al., 2019; Reichstein, 2019). They combine advanced
statistical techniques and fast computational power to generate self-learning
systems that are trained with large amounts of data without being pro-
grammed for any specific task (e.g. Murphy, 2012). Some of the problems in
climate sciences and meteorology that have been addressed using these pro-
cedures are: climate sensitivity prediction (Caldwell et al., 2014), statistical
downscaling (He et al., 2016), remote sensing (Maxwell et al., 2018), tropical
cyclone forecasting (Richman et al., 2017), soil moisture prediction (Prakash
et al., 2018), cloud physics representation (Rasp et al., 2018), land use /
land change estimations (Aburas et al., 2019) pattern recognition (Boers et
al., 2019), climate change adaptation (Biesbroek et al., 2020), and model
parameterizations (Gagne II et al., 2020). All these contributions were pos-
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sible thanks to plentiful of data available in public and private repositories
ready to be analyzed. However, there are areas of scientific research where
observational data are scarce and/or can only be retrieved from expensive
measuring campaigns and therefore they become a scarce commodity. Such
is the case of past climate reconstructions (Masson-Delmotte et al., 2013;
Emile-Geay et al., 2017) which rely on instrumental observations and pale-
oclimate records (proxies), respectively, with limited temporal coverage and
uneven distribution over the globe. In these cases, it is not possible to apply
data-driven techniques, and solutions must then focus on maximizing the
extraction of information from a limited network of records. Solutions to
this kind of optimization problems have recently been developed using other
branches of AI such as metaheuristic algorithms (Salcedo-Sanz, 2016; Del
Ser et al., 2019) and cluster analysis (Kettenring, 2006; Omran et al., 2007;
Netzel and Stepinski, 2016).

In computer science, metaheuristic procedures such as evolutionary and
genetic algorithms use different search engines to find "good enough" solu-
tions to optimization problems (Yang et al., 2014; Abdel-Basset et al., 2018).
They are especially useful with datasets containing incomplete information
and high-dimensional combinatorial problems where discrete optimal solu-
tions are required. Although previous studies have already unveiled some
of the potential that these techniques have in several fields of geosciences
such as hydrology (Yoo and Kim, 2014), soil stabilization (Kashani et al.,
2016), and wind power reconstruction (Salcedo-Sanz et al., 2018), they still
remain underexploited by the climate community (e.g. Knüsel, 2019; Reich-
stein, 2019; Kadow et al., 2020).

On the other hand, cluster analyses are unsupervised classification tech-
niques able to organize datasets with heterogeneous information into groups
with similar features. This property makes them suitable for the study of
different fields in Earth science such as geochemestry (Zhou et al., 2018),
geophysics, (Song et al., 2010), seismology (Seydoux et al., 2020), and cli-
matology (Netzel and Stepinski, 2016). However most clustering algorithms
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require datasets with complete information, limiting the analysis to records
with continuous and simultaneous observations, or forcing data homogeneiza-
tion (i.e, series are truncated and/or interpolated to avoid gaps). While these
are not big issues when there is a fair amount of available data, it might
lead to substantial loss of information for small networks of sparse records
with limited data availability such as historical observations and paleoclimate
archives. This stresses the need to develop new cluster methodologies that
maximize the extraction of information from incomplete climate datasets
while minimizing the loss of information by homogenization procedures.

1.2 Main objectives and structure of the Thesis

Finding solutions to the aforementioned problems need methodologies that
provide some sort of information maximization or error minimization, indi-
cating that they can be defined as optimization problems. Hence, the main
goal of this thesis is to develop techniques that maximize the extraction of cli-
mate information contained in sample-starved datasets, testing the potential
and effectiveness of different AI systems for this task. Although sometimes
these techniques are seen as black-box models without any physical back-
ground (Rudin and Radin, 2019), previous studies have argued that their
predictive skill is not only based on correlations but also causality (Pietsch,
2016). In this thesis we will then show that they can be combined with
methodologies commonly used in climate science to solve high-dimensional
and non-linear problems. The main goal of this thesis has therefore been di-
vided into two well-defined objectives, aiming to address different problems
that are frequently found in observational climate datasets, namely: the im-
provement of spatially-resolved climate field reconstructions obtained from
sets of climate networks, and spatial clustering of datasets with incomplete
sets of records. The specific nature of the problem varies with the type of
targeted information and the characteristics of the observables, therefore re-
quiring tailored developments, which will be dissected in dedicated chapters,
accompanied by their respective backgrounds.
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The methods are relevant for the scientific community because climate
datasets are obtained from meteorological stations and measuring campaigns
whose elevated costs impede to have a full coverage of the study region. This
leads to a problem of data scarcity and a non-homogeneous distribution of
records that can debase global and regional climate reconstructions, increas-
ing the uncertainty of different history fields the further they go back in
time. In this regard, the key resides not only in extracting the maximum
information possible from each record, but also in selecting the representa-
tive areas that should be measured to maximize the reconstruction skill of a
given observable with limited funding, a task that can also be tackled with
these techniques.

1.2.1 Thesis structure

This thesis is divided into seven chapters. After the introduction, Chapter
2 describes the datasets and it has been divided into two sections: Data
description (Section 2.1) and Data post-processing (Section 2.2). Chapter 3
details the climate and AI tools employed in the subsequent chapters of the
thesis, including climate reconstruction methods (Section 3.1), metaheuristic
algorithms (Section 3.2), and clustering techniques (Section 3.3) that will be
applied to different observational datasets with incomplete information.

The next three chapters are the main core of the thesis. Chapter 4com-
bines metaheuristic algorithms and reconstruction methods to find an opti-
mal subset of locations within a global pseudo-proxy network that reduces
the spatial bias of annual temperature reconstructions of the last millennium.
The main results of this chapter can be found in Jaume-Santero et al. (2020).

In Chapter 5, a metaheuristic approach is again used to obtain a high-
resolution reconstruction of monthly North Atlantic SLP (Sea Level Pres-
sure) for the past two and half centuries using optimized networks of land
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observations. The main results are under review at the moment of writing
this thesis (Jaume-Santero et al., Submitted, 2021).

On the other hand, Chapter 6 describes the development of a new clus-
tering technique (k-gaps) aiming to generate a robust regional analysis of a
given observable using climate datasets with incomplete information in space
and time. The algorithm is applied to daily European temperature series for
the second half of the 20th century, and tested with synthetic series in order
to retrieve a regional classification of mean and extreme conditions. Carro-
Calvo et al. (2020) contains the most relevant results of this chapter.

Finally, Chapter 7 summarizes the main conclusions extracted from this
thesis as well as the outlook of future research.





Chapter 2

Data

In this chapter we detail all datasets employed to obtain the results shown in
the thesis. It has been divided into two sections: Data description and Data
post-processing. Section 2.1 describes the original datasets utilized in the
study. They are classified into four different subsections depending on their
data type: Model simulations (Subsection 2.1.1), Observations (Subsection
2.1.2), Reanalysis (Subsection 2.1.3), and Paleoclimate archives (Subsection
2.1.4). However, some climate datasets need to be post-processed so that
they can be properly used in the experiments. Therefore, in Section 2.2 we
describe the data processing necessary to generate modified versions of the
aforementioned datasets such as pseudo proxy records from model simula-
tions matching the locations of real paleoclimate archives (Subsection 2.2.1)
and pseudo observations of SLP (Subsection 2.2.2).

On the other hand, in Chapter 6 the validation of new clutering techniques
for the study of regional climates required the generation of 500 synthetic
datasets with time series of daily summer European temperatures with high
levels of missing data irregularly distributed over the region. For readability
purposes, the process followed to obtain them can be found in the experiment
setting (Section 6.3) of that chapter.

9
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2.1 Data description

Choosing datasets for research purposes is never as straightforward as one
could think in a first instance. Due to the exponential increasing capabilities
of computerization in the last few decades, together with the vast develop-
ment of telecommunications, it has never been easier to share, exchange, and
download scientific data. Climate products such as reanalysis, climate recon-
structions, and simulations are known to get more and more accurate (more
realistic) with time, improving our understanding of Earth’s climate system.
However, quality comes at a price. On one side, increases in temporal and
spatial resolutions of climate simulations have led to a high volume of output
files (big data problem) which are difficult to manage with normal desktop
computers. On the other there is a scarcity of instrumental observations
prior to the 20th century, leading to an increase of uncertainty in the recon-
struction of the climate of the past. It is therefore important to combine
different types of datasets to provide more robust climate insights. Table 2.1
shows relevant information about the datasets employed in the subsequent
chapters.

Table 2.1: List of datasets used in the experiments of the thesis.

Name Version Period (CE) Time res. Spatial res. Reference

Model simulations
CESM-LME CESM 1.1.2 850-2005 Monthly 1.9◦ × 2.5◦ Otto-Bliesner (2016)
CCC400 ECHAM5.4 1601-2005 Monthly 2◦ × 2◦ Franke et al. (2017)
MRI-ESM2-0 2.0 850-2014 Daily 1◦ × 1◦ Yukimoto et al. (2019)

Observations
HadCRUT 4.2 1850-2014 Monthly 5◦ × 5◦ Jones et al. (1999)
SLP-Obs 1.0 1750-2004 Monthly 121 series Küttel et al. (2010)
E-Obs 14.0 1950-2016 Daily 0.25◦ × 0.25◦ Haylock et al. (2008)

Reanalysis
LMR 2.0 850-2000 Yearly 4.3◦ × 5.7◦ Tardif et al. (2019)
20CR 3.0 1836-2014 Monthly 1◦ × 1◦ Slivinski et al. (2019)

Paleoclimate archives
PAGES-2k 2.0.0 0-2000 Varying* 692 series Emile-Geay et al. (2017)
∗ Proxy records have temporal resolutions that span from seasonal (e.g. tree-rings) to

multidecadal (e.g. borehole temperature profiles).
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2.1.1 Model simulations

Climate simulations employed in this thesis have been extracted from dif-
ferent GCM outputs. GCMs are numerical models describing the physical
processes within Earth’s climate subsystems such as the atmosphere, the
ocean, the cryosphere, and the land surface.

In Chaper 4 we employ the history fields from two different simulation
ensembles: the CESM-LME (CESM Last Millennium Ensemble) and the
CCC400. The CESM-LME Project(Otto-Bliesner, 2016) has released 36
last millennium simulations for 850-2005 CE (Common Era) from NCAR’s
CESM (Community Earth System Model) 1.1.2 GCM, 13 of them including
all transient forcings (solar radiation, volcanic aerosols, greenhouse gases,
land use/land cover conditions and orbital parameters). The remaining runs
are ensembles of single-forcing simulations for the last millennium with only
one transient forcing (either solar, volcanic, greenhouse gases, land use/land
cover or ozone) and one control simulation (with forcings fixed at 1850 CE).
Annual mean air temperature fields at 2-m (TREFHT) and 1.9◦×2.5◦ spatial
resolution for the 850-2005 CE period of the full-forcing CESM-LME have
been used as testbed to carry out the experiments with pseudo-proxies (see
Subsection 2.2.1). Moreover, the clear-sky net solar flux at the top of the
atmosphere (FSNTOAC, in Wm−2) from the control and single-forcing sim-
ulations have also been used to identify the dominant forcing for each year of
the last millennium. In addition, SLP fields from the full-forcing simulations
are employed to compute the Northern Annual Mode, defined as the first
empirical orthogonal function of annual mean area-weighted SLP anomalies
for [20-90] ◦N and 850-2005 CE.

To test the independence of the results with respect to the model em-
ployed in Chapter 4, experiments are performed with 2-m air temperature
fields from the CCC400, an ECHAM5.4 model ensemble (Bhend et al., 2012;
Franke et al., 2017) composed of 30 fully forced members for the period 1601-
2005 CE at 2◦ × 2◦ spatial resolution.
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In Chapter 5, we have used last millennium (850-1849 CE) and historical
(1850-2014 CE) outputs of SLP from the MRI-ESM2-0 model (Yukimoto et
al., 2019) to verify that the results of the optimization process are robust with
respect to the reference dataset. The Japanese model was selected because
its grid resolution is similar to the 20CRv3 reanalysis but it comes from an
independent branch of the model genealogy tree, guaranteeing the consis-
tency of the results from different data sources. History fields of 1◦×1◦ have
been extracted from the r1i1p1f1 realization which has been run following
the full-forcing specifications of the CMIP6 (Coupled Model Intercompari-
son Project phase 6 ) and PMIP4 (Paleoclimate Modelling Intercomparison
Project phase 4 ) experiments (Eyring et al., 2016; Jungclaus et al., 2017).

2.1.2 Observations

In Chapter 4 we have used the HadCRUT (Hadley Centre/Climatic Research
Unit Temperature) 4.2, a monthly global dataset of gridded temperature se-
ries obtained after combining SST (Sea Surface Temperatures) records from
the Hadley Center (HadSST3) and land surface temperatures (CRUTEM4)
from the Climatic Research Unit of the University of East Anglia(Jones et
al., 1999). The grid has a spatial resolution of 5◦ × 5◦ and spans over the
period 1850-2014 CE.

The experiments performed in Chapter 5 employ the largest currently
available network of quality-checked SLP observations SLP-Obs (Set of SLP
Observations) used by Luterbacher et al. (2002) and Küttel et al. (2010).
It consists of 121 monthly series of SLP with different time lengths within
the 1750-2004 CE period, distributed over the east coast of North Amer-
ica, Greenland and Europe. However, after screening we rejected 20 records
(most of them situated in weather stations over the Alps) that did not meet
the standard quality as shown in Table 2.2. The accepted series are shown
in Table B.1.
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Table 2.2: List of rejected observations from SLP-Obs database.

Name Latitude(DD) Longitude (DD) Start (CE) End (CE)
Bad Ischl 47.72 13.63 1854 2003
Basel 47.60 7.60 1754 2004
Geneva 46.30 6.10 1767 2004
Graz 47.07 15.45 1836 2004
Gr. St. Bernhard 45.50 7.10 1863 2004
Hohenpeissenb 47.80 11.00 1780 2004
Innsbruck 47.27 11.40 1829 2004
Jerusalem 31.80 35.20 1860 2003
Karlsruhe 49.01 8.39 1869 2004
Klagenfurt 46.70 14.30 1843 2004
Kremsmunster 48.05 14.13 1821 2004
Lugano 46.00 8.60 1863 2004
Munich 48.10 11.70 1824 2004
Neuchatel 46.60 6.60 1863 2004
Santis 47.20 9.20 1882 2004
Salzburg 47.80 13.03 1841 2004
Sonnblick 47.01 12.95 1886 2004
Vienna 48.30 16.40 1774 2004
Zurich 47.37 8.55 1863 2004
Po Plain∗ 45.12 9.66 1765 2004
∗ In the same grid-point, Milan has higher correlation (0.96 vs 0.78) with respect to the

20CRv3 reanalysis during the 1836-2004 CE time period, and it is a longer record.

Finally, in Chapter 6 we use the E-Obs (European grid of Temperature Ob-
servations) (version 14.0) (Haylock et al., 2008). The E-Obs dataset provides
daily spatially resolved European field temperatures with a spatial resolution
of 0.25◦ × 0.25◦. However, due to the presence of missing values, locations
with less than 6000 days were removed, as well as time periods when any
of the remaining data points presented missing values. Hence, there were
enough time series to generate a complete set (in space and time) of 17,452
grid points with 5569 summer day mean temperatures contained between
latitudes 35◦ S and 72◦ N, and longitudes 20◦ W and 42◦ E, for a time range
of 66 years since 1950 CE.
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2.1.3 Reanalysis

Climate reanalyses combine instrumental observations with climate models
to reproduce realistic grids of history fields such as air temperature, pressure
and wind fields at different pressure levels, as well as mono-level variables at
the surface (e.g. SST and SLP). By prescribing real boundary conditions to
the model and assimilating certain records from instrumental observations,
historical, and paleoclimate archives, they provide hybrid products with con-
tinuous data, full spatial coverage, high-resolution, and physical consistency.

Two reanalyses have been used. Chapter 4 introduces the LMR (Last
Millennium Reanalysis), a 4.3◦ × 5.7◦ proxy-based annual temperature re-
construction for 850-2000 CE based on the assimilation of 2892 paleoclimate
records from tree-rings, lake core, ice core, coral and speleothem archives
(Hakim et al., 2016; Tardif et al., 2019). The LMR uses an ensemble data
filter that estimates a prior state vector from CCSM4 (Community Climate
System Model version 4 ) outputs, later modified by the assimilation of proxy
records and subsequently calibrated by the GISTEMP (Goddard Institute for
Space Studies Surface Temperature).

On the other hand, monthly SLP fields from the 20CRv3 (NOAA-CIRES-
DOE 20th Century Reanalysis version 3 ) are employed in Chapter 5. The
20CRv3 reanalysis (Slivinski et al., 2019) provides 1◦× 1◦ history fields from
1836 to 2014 CE. The reanalysis assimilates observations of surface pres-
sure and prescribes sea surface temperatures and sea ice distribution to es-
timate the remaining climate variables which are publicly available and can
be downloaded at NOAA’s website. Despite the presence of uncertainties in
this reanalysis and the SLP-Obs, the combined use of instrumental and rean-
alyzed observations through AI lens (Barnes et al., 2019) can help to identify
inconsistencies in the datasets and maximize the performance of the CFR by
exploiting robust relationships between the local series and the large-scale
field (see Chapter 5).

https://psl.noaa.gov/data/gridded/data.20thC_ReanV3.html
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2.1.4 Paleoclimate data

Decades of scientific fieldwork have left abundant proxy datasets to recon-
struct the climate of the past. They provide information about climate
changes at local and regional scales, and have been pooled to derive spatially-
resolved climate reconstructions of the last millennium (Crowley, 2000; 2k Con-
sortium, 2013). Due to the increasing availability of high-resolution records,
the initiative PAGES-2k (Past Global Changes) has scrutinized thousands
of temperature-sensitive proxies, releasing a global archive with paleoclimate
records for the last two millennia (Emile-Geay et al., 2017). This database
has been used to assimilate climate information to reconstruct annual tem-
perature fields (Franke et al., 2020), as well as in the aforementioned LMR
(Tardif et al., 2019). Moreover, in Chapter 4, we have used the locations of
proxy records contained in the database to obtain the set of optimal proxy
locations that best reconstructs 2-meter air temperature fields for the period
850-2005 CE (Jaume-Santero et al., 2020).

2.2 Data post-processing

Some datasets had to be post-processed to obtain the required files for the
experiments included in this thesis. For instance, pseudo-proxies (synthetic
temperature series) were generated in Chapter 4 by perturbing 2-m air tem-
peratures from GCM simulations (as described in Subsection 2.2.1), emu-
lating the characteristics of real-world paleoclimate archives. These pseudo-
proxies served us as a testbed to carry out the experiments under a controlled
framework. Within this context, pseudo-observations of SLP with realistic
levels of noise and time length were made for the experiments shown in Chap-
ter 5, with the aim of mimicking the features of the SLP-Obs dataset in series
of sea level pressure extracted from outputs of the MRI-ESM2-0 model (see
Subsection 2.2.2).
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2.2.1 Pseudo proxies

Three types of pseudo-proxies have been constructed in Chapter 4 at the
locations of the PAGES-2k multi-proxy database from the annual mean 2-
meter air temperature of the first CESM-LME full-forcing member and the
first member of the CCC400 ensemble. They include perfect proxies and
more realistic pseudo-proxies (Smerdon, 2011; Gómez-Navarro et al., 2017;
Neukom et al., 2018) derived by adding red noise to the temperature series
using AR1 (lag-1 Autoregressive Model) autocorrelation. Different levels of
SNR (Signal to Noise Ratio) have been tested, including values such as infi-
nite (perfect pseudo-proxies), 1 and 0.5. Note that pseudo-proxies are only
sensitive to temperature and the observational availability is complete for
the entire period.

Following the methodology of Neukom et al. (2018), pseudo proxies, P(t),
have been synthetized for each time-step, t, from the temperatures series,
T(t), using the model provided by Eq. 2.1.

P(t) = T(t) + n(t), (2.1)

where n(t) is red noise iteratively defined by Eq. 2.2

n(t) = γ · n(t− 1) + δ (2.2)

where γ is the AR1 autocorrelation coefficient for each pseudo-proxy, and
δ is generated as white noise with zero mean and variance, σ2(δ), given by
Eq. 2.3.

σ2(t) =
(1− γ2) · σ2

T

SNR2 (2.3)

where σ2
T is the variance for each temperature series. This parameteri-

zation implies that noisy pseudo-proxies are auto-correlated, and the noise
variance has the same amplitude as the variance of the climate signal.
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2.2.2 Pseudo SLP observations

Pseudo-observations of SLP have been generated in Chapter 5 from MRI-
ESM2-0 model outputs (Yukimoto et al., 2019) by extracting 101 time series
at the locations of SLP-Obs (only those that were accepted after screen-
ing). These series have subsequently been perturbed to match the SLP-Obs
database in terms of data quality and missing values. Complete model SLP
series from 1750 to 2004 CE were therefore truncated one by one to have the
same time length than the real observations. Moreover, to account for impre-
cisions in meteorological instruments, they were perturbed with white noise
so that each series had the same correlation with the unperturbed (perfect)
series of the model, as the correlation of real observations with the 20CRv3
reanalysis.

Realistic noise was added to the series by defining a SNR following Eq.
2.4

SNR =

√
r2

1− r2 (2.4)

where r is the Pearson correlation between a real SLP time series and
the SLP of the 20CRv3 reanalysis extracted at the same location as the
weather station where that series was recorded. Then pseudo-observations
were generated by following the steps described for the pseudo-proxies of
Subsection 2.2.1 (Eqs. 2.1, 2.2, and 2.3). Note that as in this case white
noise has been added, the autocorrelation coefficient (γ) is zero.





Chapter 3

Methodology

Section 3.1 details the methods employed for the reconstruction of climate
fields also known as CFR (Climate Field Reconstruction) such as tempera-
ture and SLP. CFRs are spatially-resolved reconstructions of climate vari-
ables generated from different sources of climate information such as instru-
mental observations, historical documents, and paleoclimate archives. The
two independent CFR techniques employed in the studies carried out in
Chapters 4 and 5 are the AM (Analogue Method) (Subsection 3.1.1) and
the CCA (Canonical Correlation Analysis) (Subsection 3.1.2).

Subsequently Section 3.2 introduces the definition and main uses of an
evolutionary algorithm known as the CRO (Coral Reef Optimization). Evo-
lutionary algorithms (Eiben and Smith, 2015) are a branch of Artificial In-
telligence based on the optimization of high dimensional (and non-linear)
systems (Knüsel, 2019) using algorithms biologically-inspired by processes
that imitate the evolution and survival of best adapted individuals under
ever-changing environmental conditions. The iterative technique that we
used for the optimization of sampling networks is known as the CRO, an
hybrid-type evolutionary algorithm (Salcedo-Sanz, 2017) that simulates the
reproduction and evolution of corals within a reef with a limited number of
latching spots (more details in Section 3.2). In our case, we coupled this
algorithm with the two CFR methods of Section 3.1 to assess whether it

19
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was possible to improve the skill of spatially-resolved reconstructions by op-
timizing networks of climate records available on public repositories. Two
different approaches were followed to tackle this: the first one was performed
by finding the optimal subset of representative records that best reconstruct
the climate field, and the second was focused on searching for optimal sets
of weights that applied over climate records generate the reconstruction with
the highest skill possible.

Lastly, a description of clustering techniques and their use on climate re-
search is presented in Section 3.3. These iterative and self-organizing meth-
ods associate data objects into sets whose individuals tend to share more
similarities among them than with individuals of other sets (Hartigan and
Wong, 1979; Phillips, 2002). Although these techniques are nowadays widely
employed in climate research, they usually require complete datasets with
homogeneous information, forcing the truncation of longer time series with
the subsequently loss of information. Hence, due the necessity of maximizing
data contained within climate records, a novel clustering method has been
developed (Carro-Calvo et al., 2020) to cluster sets with incomplete climato-
logical time series, allowing for the study of past climate variations beyond
the capabilities of classical techniques.

3.1 Climate Field Reconstruction methods

There are multiple reconstruction methods used within the paleoclimate com-
munity to spatially resolve climate history fields. Although most of them
generate robust reconstructions, they use different approaches, showing sig-
nificant differences in terms of computational performance. We have selected
two CFR techniques among many other reconstruction methods for their high
reconstruction skill and fast performance, being the latter essential for the
general purpose of this thesis: finding optimal solutions to high dimensional
problems. Note that optimization of any sort requires to process the infor-
mation as fast as possible, especially in soft-computing where evolutionary



3.1. Climate Field Reconstruction methods 21

algorithms have to generate millions of solutions and check their suitability
in a limited amount of time. Here we show how the AM (Gómez-Navarro
et al., 2017) and CCA (Smerdon et al., 2010) methods work, the two fastest
reconstruction techniques on record.

3.1.1 Analogue Method

The AM reconstructs an unknown target field from an available reference
dataset by searching analogues, defined as the spatially resolved fields with
the largest resemblance to the the target variable over the observing network
(Lorenz, 1969; Franke et al., 2011; Gómez-Navarro et al., 2015; Talento et al.,
2019; Bothe and Zorita, 2020). As such, it does not require calibration, but
a large pool of spatially resolved fields in the reference dataset to guarantee
an enough number of good analogues. The proximity of the pooled fields to
observations is measured with a distance metric. To account for the diver-
sity of large-scale fields that are compatible with the distribution of records
over the limited network, a minimum number N of analogues is predefined,
whose average yields the reconstructed field. AM reconstructions often use
constant N values (the best N analogues of the observable for each time step)
but there is no objective criterion to define an optimal number of analogues,
and therefore the choice is based on the reconstruction skill.

In Chapter 4, global annual temperature fields for the 850-2005 CE pe-
riod have been reconstructed using the AM, which provides spatially resolved
global fields of temperature from the limited sample of pseudo-proxy records,
matching the locations from the PAGES-2k archive. In this case, the target
field to reconstruct is the annual mean air temperature at 2 meters (TRE-
FHT) of the first CESM-LME full-forcing member. For each year, we sorted
(from best to worst) analogues of the target simulation from a pool formed by
the remaining 12 last millennium members of the full-forcing ensemble. Best
analogues are the years of the pool with minimum RMSE (Root-Mean-Square
Error) for the pseudo-proxy locations. For each target year, the global tem-
perature patterns of the best analogues are averaged at each grid point and
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taken as the reconstructed global field. The correlation between the recon-
structed and target fields increases with the number of analogues employed
but, at the same time, the variability ratio decreases as seen in Fig. 3.1. Ac-
cordingly, we retained the three best analogues of each year, which is similar
to those used in previous studies (Gómez-Navarro et al., 2017).
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Figure 3.1: Pearson correlation (blue) and variability ratio (red) for AM re-
constructions of global temperature fields as a function of the number of ana-
logues. For each member of the CESM-LME the remaining 12 full-forcing
simulations are used to reconstruct the global temperature fields from the
full-proxy PAGES-2k network of perfect pseudo-proxies, using different num-
ber of analogues. Shading shows the spread (two standard deviations with
respect to the mean values). (a) Correlation and variability ratio for AM
reconstructions with 1 to 100 analogues. (b) A zoom of the black dashed
square in (a).

The sensitivity of the AM to proxy weighting was also tested by using
area-weighted and un-weighted fields before the reconstruction procedure.
Similar results were found as seen in Fig. A.1, and hence no area weighting
was applied, for coherence with (Gómez-Navarro et al., 2017). The AM was
also employed to derive NAM (Northern Annual Mode) reconstructions for
the first ensemble member from the temperature field over the pseudo-proxy
locations. The reconstructed NAM is retrieved separately for each year by
randomly picking the SLP field of one of the 100 best analogue years of the
target temperature field of that year. This yielded 100 different SLP recon-
structions for 850-2005 CE, with their corresponding NAM series.
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Similarly, in Chapter 5, for each month of 1750-2004 CE, we selected the
N best analogues of the SLP distribution defined by the available observations
of the SLP-Obs network (see Section 2.1.2). The reference pool is formed by
the SLP fields of the 20CRv3 reanalysis (Slivinski et al., 2019) except the
map that we intend to reconstruct. Most suitable analogues are defined as
the N maps of the pool with the lowest RMSE between the SLP observations
and the corresponding grid point values of the reanalysis. Note that in most
cases, best analogues correspond to the actual month intended to reconstruct
or the months before and after it (e.g., for December 1900, the best analogue
is December 1979, whereas for December 1800, the best analogue is November
1845). The reconstructed SLP field is given by the mean of the best N
analogues of each month. The standard deviation across the N best analogues
provides a measure of the uncertainty, i.e. how much the large-scale field
is constrained by the available set of observations. After testing different
N values ranging from 1 to 50, we used the N=10 best analogues of each
month. This number was chosen as a balance between the Pearson correlation
coefficient, which increases with N, and the variability ratio, which decreases
with N (Fig. 3.2).
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Figure 3.2: Sea level pressure reconstruction skill of the Analogue Method.
The performance of the method is shown as a function of the number of
selected analogues for (a) the RMSE, (b) the Pearson correlation, and (c)
the variability ratio between the reconstructions using observations and the
20CRv3 reanalysis during the 1836-2004 time period.

3.1.2 Canonical Correlation Analysis

The CCA is a mathematical procedure that infers information from cross-
covariance matrices (Hotelling, 1936). For instance, if we want to find rela-
tionships between different variables, the CCA will generate linear combina-
tions of these variables that maximize the correlations among them. There-
fore it can be considered a general test of significance in statistics (Knapp,
1978), and it is commonly used as a dimensionality reduction technique in
atmospheric science (Wilks, 2011).
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The CCA as described by Smerdon et al. (2010) is employed as CFR
method in paleoclimate reconstructions (Neukom et al., 2019) based on max-
imizing the correlation (specifically the canonical correlation coefficients) of
reduced eigenvector spaces from the proxy (P) and calibration (C) datasets
(the latter defined as the annual temperature field of the target simulation
since 1850 to 2005 CE). All temperature series are standardized by subtract-
ing their mean and divided by their standard deviation. To avoid degen-
erated eigenvalues (eigenvalues with a value close to 0), both datasets have
been truncated (Eqs. 3.1 and 3.2) with a minimum tolerance of 0.01 (eigen-
values below this threshold have been discarded) and a maximum number of
74 eigenvectors (optimal for full-proxy reconstructions).

P = Pr + δp = Ur
p ·Λr

p ·VrT
p + δp (3.1)

C = Cr + δc = Ur
c ·Λr

c ·VrT
c + δc (3.2)

where Ur and Vr are matrices composed of orthogonal eigenvectors that
diagonalize the reduced proxy (Pr) and calibration (Cr) datasets (where δ
is the corresponding residual after the truncation), obtaining their diagonal
matrices (Λr) from SVD (Singular Value Decomposition). The matrix of
regression coefficients (B) is then generated as in Eq. 3.3,

B = Ur
c ·Λr

c ·VrT
c ·Vr

p · (Λr
p)
−1 ·UrT

p (3.3)

and subsequently decomposed into canonical correlation coefficients (Eq.
3.4) using SVD over VrT

c ·Vr
p.

B = Ur
c ·Λr

c ·Oc ·Λcca ·OT
p · (Λr

p)
−1 ·UrT

p (3.4)

where Oc and Op are matrices composed of orthogonal eigenvectors that
transform B into the diagonal matrix Λcca, whose diagonal elements are the
canonical correlation coefficients. Thus, the temperature field reconstruction,



26 Chapter 3. Methodology

R, is obtained in Eq. 3.5

R = Ur
c ·Λr

c ·Oc ·Λcca ·WT
p ·P (3.5)

where Wp is the CCA proxy weighting matrix defined as Eq. 3.6

Wp = Ur
p · (Λr

p)
−1 ·Op. (3.6)

3.2 The Coral Reef Optimization

Evolutionary algorithms are soft-computing techniques inspired by biological
processes (Del Ser et al., 2019) such as genetic recombinations and mutations
that ensure the survival and evolution of best suited individuals within a na-
tural competitive environment (Eiben and Smith, 2015). These algorithms
are designed to provide optimal solutions through the combination (Forrest,
1993) and competition of previously-generated solutions. For high dimen-
sional problems the direct search of the best solution (assuming that it exists
and it is unique) is computationally infeasible (Knüsel, 2019). These evo-
lutionary algorithms generate near optimal solutions (Salcedo-Sanz et al.,
2018), and tend to outperform other indirect methods when dealing with
non-linear problems, such as those of climate.

From all evolutionary algorithms available, we decided to use a version
of the CRO with four substrate layers (i.e. search operators). The CRO is a
hybrid algorithm (Salcedo-Sanz, 2017) that emulates the living processes of
corals and their evolution within an ocean reef. By limiting the number of
corals within the reef, the best adapted species will have a higher probabil-
ity of surviving, promoting the subsequent evolution of best individuals over
next generations. Thus, the same way that best adapted coral generations
survive over time by transferring their genetic information to their descen-
dants, the CRO applies different recombination procedures (Forrest, 1993;
Vrugt and Robinson, 2007) to transfer parts of sub-optimal solutions into
new optimal ones generated at each iteration. Mathematically, this is imple-
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mented through different techniques (Vrugt and Robinson, 2007) known as
search operators (see Subsection 3.2.3) that recombine the set of solutions to
iteratively generate better solutions from parts of previous ones. Moreover,
to avoid falling in a local minimum, there is also a small probability of spon-
taneous random perturbations in the set of solutions (known as mutations)
to expand the space of solutions.

In climatology, the CRO algorithm has already been used to find sets
of locations that best describe spatially resolved climate fields such as wind
speed (Salcedo-Sanz et al., 2018) or temperature (Salcedo-Sanz et al., 2019),
and their results have been applied to improve solar and wind power forecasts
(Salcedo-Sanz et al., 2018) at local scales.

3.2.1 Coral solutions

In the CRO algorithm, corals are defined by two elements: a solution for
the predefined problem and a health function that characterizes how good or
bad that solution is. For instance, in Chapter 4, we use the CRO algorithm
to search for subsets of representative proxy locations of the PAGES-2k net-
work that optimize the area-weighted RMSE between the target field and its
reconstruction, obtained from different CFR methods (Section 3.1). There-
fore, to solve this optimization problem, corals are composed of a binary
array of proxy locations (i.e. the coral solution) with "1" values when such
locations were selected and "0" when they were not (Fig. 3.3a). Afterwards,
the health function for each coral was calculated as the RMSE between the
reconstruction using the selected locations and the target field.
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a) Selection of proxy locations (0 rejected, 1 selected):

Record 1 Record 2 Record 3 ... Record n-1 Record n

1 0 1 ... 1 0

b) Weather station weighting (from 0 to 1):

Record 1 Record 2 Record 3 ... Record n-1 Record n

0.85 0.22 0.76 ... 0.91 0.18

Figure 3.3: Coral solutions. (a) Binary selection of representative proxy
locations for the reconstruction of annual 2-m air temperature fields from
850 to 2005 CE. (b) Weighting of weather stations for the reconstruction of
SLP fields from monthly observations since 1750 CE.

On the other hand, a more realistic approach is attempted in Chapter
5. It pursues an optimized non-discrete set of weights (ranging from 0 to 1)
applied to a real network of SLP observations (SLP-Obs) affected by gaps
and observational errors (Fig. 3.3b). The CRO algorithm was run to find
optimized weights for the network of SLP records, which are applied during
the AM reconstruction. Herein, different corals represent different sets of
weights, which measure the degree of large-scale representativeness of the
local records, under the given restrictions of the observing network (errors,
data availability, etc.). For ideally perfect conditions, weights would only
depend on the relationships between local observations and its links with the
ground truth. However, in the presence of uncertainties contaminating these
relationships, weights are also affected by changes in the observing network
and observational errors over the reconstructed period. For example, as-
suming an idealized configuration of equally skillful continuous records, the
optimization would assign lower weights to records with larger errors due
to inconsistencies with the remaining observations and the large-scale field.
This makes optimal weighting necessary to minimize biases induced by un-
certainties in the climate network.
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3.2.2 The algorithm

Fig. 3.4 illustrates the CRO general steps inspired by the multiple mech-
anisms of coral reproduction. These mechanisms have been defined in the
algorithm as different recombination procedures to generate new solutions.
Here we present a brief description of each step (see Salcedo-Sanz (2017) for
further details).

Random generation

Coral solutions (as described in Subsection 3.2.1) are randomly synthetized
and latched to the reef. Note that the reef has a limited number of spots and
corals have to latch on one of them to survive for the next iteration.

External sexual reproduction

Some corals are randomly selected by pairs (i.e. parents) to generate new
"baby corals" known as larvae. In this step, new solutions are generated
by combining parts of both solutions encoded in the parents. Subsection
3.2.3 describes four different search operators used to embed the genetic
information of adult corals into new larvae.

Internal sexual reproduction

The remaining corals (those that have not been reproduced by couples) gen-
erate new larvae by copying its solution (genetic information) and applying
random perturbations (mutations), so that new solutions are partially differ-
ent to the original ones.
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Asexual reproduction

Asexual reproduction has been included in the algorithm the same way as
the internal sexual reproduction. However, only a given percentage of the
best solutions will produce new larvae through this method. This is intended
to increase the number of better solutions available for reproduction in the
next iteration.

Larvae setting

After larvae are formed, they need to latch onto one of the reef’s spots in
order to become a coral. Two different situations can happen at this moment:
the spot is empty or it is occupied by other coral. In the first case the larva
is always clinged to the spot. In the second, the latching spot is disputed
by competition, and the coral with better health function (Subsection 3.2.1)
will gain the battle. For instance, if the health function is defined as the skill
of a certain climate reconstruction, the coral with the best skill (i.e. lowest
error) will latch onto the spot and survive, while the other will perish. This
way, the survival and reproduction of best solutions are guaranteed after
successive iterations.

Coral predation

After reproduction and coral settlement, if the stop condition is not met (i.e.
a predefined number of iterations has not been reached), a percentage of the
worst coral solutions in the reef are preyed, leaving empty spots for future
coral generations.
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Random coral generation

External sexual reproduction

Internal sexual reproduction

Larvae setting

Asexual reproduction

Coral reproduction

Coral predationStop?

Finish

Yes

No

Figure 3.4: CRO flowchart imitating the biological processes of corals within
a reef.

3.2.3 Search operators

Advanced versions of the CRO algorithm simulate substrate layers within the
reef, implemented in the code as different search operators (Salcedo-Sanz,
2017; Salcedo-Sanz et al., 2019) during the step of external sexual reproduc-
tion. We have included four of these operators for the studies presented in
Chapters 4 and 5.
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One-point crossover

Coral parents generate two new larvae by interchanging their solutions along
a randomly chosen point.

Two-point crossover

Coral parents generate two new larvae by interchanging their solutions along
two randomly chosen points.

Multi-point crossover

Coral parents generate two new larvae by interchanging their solutions along
multiple points.

Differential Evolution

Differential evolution is based on adding differences of two parents into a
third coral (Salcedo-Sanz et al., 2019), following Eq. 3.7 for each encoded
parameter (xi) of the solution.

xlarvai = xcoral1i + σ · (xcoral2i − xcoral3i ) (3.7)

where xlarvai is the ith parameter of the new larva solution, xcoralni are the
parameters (i) of three coral parents, and σ determines the fraction of the
difference between coral2 and coral3 that gets transferred into coral1.
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3.3 Clustering techniques

Classical clustering techniques, such as the k-means algorithm (Hartigan and
Wong, 1979; Phillips, 2002), have become widespread in the past few years
as dimensionality reduction methods are able to extract relevant information
from extensive databases (Bernard et al., 2013; Bador et al., 2015; Zhang et
al., 2016). In climatology, these methodologies can arrange data according
to their internal structure by defining spatial regions for datasets with ge-
olocated climate information (Rao and Srinivas, 2006). Therefore, clustering
algorithms have been used for several purposes such as the identification of
regional climates (Aliaga et al., 2017), air pollution (Gao et al., 2011; Wang
et al., 2015), and ecology (Miele et al., 2014; Cheruvelil et al., 2017).

These classical clustering techniques often require complete datasets, lim-
iting regional analyses to series without time gaps. Unfortunately, most avail-
able climate archives (Haylock et al., 2008; Glaser and Riemann, 2009; Emile-
Geay et al., 2017) contain missing values which must be properly handled
prior to clustering. Most straightforward approaches consist of removing data
points (deletion) that do not cover the requested time period (Dixon, 1979),
whereas more sophisticated methods intend to estimate missing values (impu-
tation) by means of statistical procedures (Henn et al., 2013). This limitation
restricts cluster analyses to periods with complete information, disregarding
earlier climate imprints contained in longer time series. In turn, there are only
a few methods designed to work with inhomogeneities in climate datasets.
Such is the case of k-POD (Chi et al., 2016), an algorithm that instead of
relying on deletion and imputation, uses a majorization-minimization algo-
rithm (Lange et al., 2000) to cluster observed data with missing values. It
is however difficult to find a method that performs well with sparse climate
datasets.

In this section a new clustering method known as the k-gaps algorithm
has been defined to classify sets of time series with a significant number
of missing values. Its structure is similar to those employed in classical
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clustering methods such as the k-means algorithm, but with some key changes
that allow for the selection and attachment of records with different temporal
lengths. The validation of the method together with its multiple applications
in the climate field are in Chapter 6.

3.3.1 Assumptions and Definitions

Let us assume we have a dataset of climate records at different locations,
and maybe with different temporal lengths, which together describe the cli-
matology of a specific zone (Europe in our case), for a given period T :=

[n1, n2, · · · , nT ], where ni stands for the time step at which a certain climate
variable has been measured, and T represents the total number of time steps.
Thus, a given climate record A is defined for a subset of T, and may (or may
not) overlap with other climate records included in the dataset, (i.e. incom-
plete records are considered).

Generally, clustering climate records implies to compute distances be-
tween some centroids (in our case, temperature series that are representative
of certain regions) and the records, by considering a pre-defined metric (the
root-mean-square deviation, for example). However, note that for incomplete
datasets, these distances can only be estimated during the time intervals with
available information. Therefore, to identify periods where some time series
overlap, a vector mask ranging from the oldest to the most recent time step
in the dataset has been defined for each time series. These record masks
can be defined as indicator functions (Eq. 3.8), filled with “1”s when their
associated time series have available data, and “0”s for the remaining period.

MaskA(ni) :=

1, if ni ∈ A
0, if ni /∈ A

∀ ni ∈ T (3.8)

For instance, Fig. 3.5 illustrates two randomly-generated records (signals
A and B with no specific units) with different temporal lengths, and the
subsequent time series obtained when these two records are merged (Fig.
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3.5c), for example in a centroid calculation procedure.
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Figure 3.5: Data records considered (a and b), and the resulting series ob-
tained by merging them (c). All the records are presented with their respec-
tive masks.

In our case, signals A and B were combined by averaging them in the
time range where there are data available in both series (i.e. during the over-
lapping interval). Otherwise, when only one of the signals is available, its
values are included to the merged series. Note that the mask in Fig. 3.5c
contains the number of time series with available data at each time step and,
although the resulting period is defined from 50 to 325 (i.e. the time interval
in which there is at least one time series available), the overlapping interval
used to combine them is in-between 200 and 300. Thus the resulting series
has data of signal A from time 50 to time 199, the averaged information of
signal A and signal B from time 200 to time 300, and the information of
signal B from time 301 to time 325. Note that the use of vector masks allows
to merge records with different temporal lengths (e.g. temperature observa-
tions, or historical archives), and provides information about the number of
time series used to calculate a resulting centroid. Moreover, these masks are
important because keeping the number of series available at each time step
allows us to discern between periods with robust mean values (i.e. time steps
with a high number of temperature series available) and those time intervals
with data scarcity.

It is noteworthy to mention that clustering techniques can help to iden-
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tify regional climates by grouping together instrumental time-series with si-
milar mean temperatures or correlated variability. While the former can be
achieved by using the series as they are (absolute values), clusterizing time-
series focusing on their variability requires normalizing the series first. For
instance, Fig. 3.6 depicts two records with different mean (Fig. 3.6 a and
b), but correlated variability (Fig. 3.6c), that would be clustered together if
they were normalized.

Figure 3.6: Representations of two synthetic records. Series with different
mean values (a and b), but with correlated variabilty (c).

The k-gaps algorithm has therefore been designed to cluster time series
with similar mean (“basic” mode hereafter) and also with correlated variabil-
ity (“normalization” mode). While the basic mode is directly applied over
temperature records, the normalization mode requires a workaround because
homogeneous normalizations cannot be calculated from records with differ-
ent temporal lengths. This issue has been tackled by applying an adjustment
of the climate data to calculate the centroids (Subsection 3.3.3) and a linear
fitting to properly reclassify the time series (Subsection 3.3.4).

3.3.2 The k-gaps algorithm

Taken into account these previous definitions, we can now describe the k-
gaps algorithm for clustering records of incomplete time series. The general
structure of k-gaps is similar to the well known k-means algorithm (Hartigan
and Wong, 1979), which is an iterative method whose main purpose is to
classify series of data within clusters represented by central vectors known
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as centroids (Cj). In k-means, these centroids are calculated by averaging
the series associated with previous clusters, and subsequently reassigning the
records to the nearest centroid for the next iteration. The proposed k-gaps
algorithm follows the same idea, but including some extra steps to treat the
problematic case of having incomplete records in the database.

Random cluster initialization

Centroid calculation

to fix?

Classification

yes

yes

no

End

Stop?

1

2

3

4

5 6

Estimated from incomplete series

Mask aware distance estimation

Generation of

 new clusters

Reparation

no

Figure 3.7: k-Gaps flowchart. Circles contain general clustering procedures,
and squares describe specific k-gaps operations. The algorithm’s conditions
are represented as diamonds in the flowchart.
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Fig. 3.7 shows a flowchart of the k-gaps implementation, which can be
summarized in the following steps:

1. Randomly assign the existing records (time series) over k initial clus-
ters.

2. Proceed to centroid calculation, following the procedure described in
Subsection 3.3.3.

3. Reassign records to clusters by similarity with the centroids (Subsection
3.3.4).

4. Count the number of records for each cluster.
For empty clusters, proceed to step 5. Otherwise, jump to step 6.

5. Generation of new clusters by applying random Gaussian noise to ex-
istent groups, and restart from step 2.

6. Check whether the stopping condition has been fulfilled (Subsection
3.3.5). If it is not, go to step 2.

3.3.3 Centroids calculation

In clustering algorithms requiring complete datasets such as the k-means,
centroids are usually calculated by averaging the time series associated with
a certain cluster at each time step. However, this procedure can debase the
robustness of the clustering when applied over incomplete datasets (i.e. sets
of records defined for different time periods) by producing unrealistic clus-
ters when some time series do not overlap. This bias will propagate for the
subsequent iterations, clustering artificially-mixed regions. To circumvent
this problem, centroids have been estimated by only averaging records that
overlap for at least a minimum time interval. This minimum overlapping
must be estimated in each case depending on the temporal resolution and
the number of time steps that characterize the dataset aimed to cluster. Af-
ter trying different parametrizations, in Chapter 6 we found that the k-gaps
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algorithm could not converge for values lower than 90 days, yielding signifi-
cantly different clusterings over successive runs. This indicates that clusters
are barely robust and their results must not be trusted. We tackled this issue
by setting a minimum overlap of 90 days. The procedure to calculate the
centroids in the algorithm will be described next. Note that it is different de-
pending whether we consider k-gaps in basic mode or in normalization mode:

Procedure for k-gaps basic mode (i.e. clustering records with similar
means):

1. Set the longest time series as the new centroid (Cj).

2. Select the records (Si) with the longest overlap with the centroid (Ovi,j)
using Equation (3.9).

Ovi,j =

nT∑
n=0

Fi,j(n)→ Fi,j(n) :=

{
0 if Maski(n) ·Maskj(n) = 0

1 if Maski(n) ·Maskj(n) > 0

(3.9)
where j ∈ [0, k) represents a certain cluster (of a total of k clusters), n
is the time, nT is the last time step, Maski is the mask associated with
Si, and Maskj is the centroid mask.

3. Combine the centroid (Cj) and Si following Equation (3.10):

Cj = Cj + Si ·Maski (3.10)

Centroids are firstly calculated by adding at each time step the tem-
peratures of their associated series.

4. Update the centroid mask using Equation (3.11):

Maskj = Maskj +Maski (3.11)

5. Get back to Step 2 until all records are checked out or overlapping is
below a predefined threshold.
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6. Divide the centroids in Step 3 by their respective Maskj to obtain their
average temperature at each time step (note that centroid masks are
defined as the number of series available at each time step).

For each cluster in normalization mode (i.e. clustering time series with
similar variability):

1. Set the longest series as the new centroid (Cj).

2. Select the time series (Si) with the longest overlap with the centroid
(Ovi,j) using Equation (3.9).

3. Adjust the centroid using a linear regression estimated in the overlap-
ping section between the centroid and the series (Equation (3.12))

Si = c1 · Cj + c0 → S ′i =
Si − c0
c1

(3.12)

where c0 and c1 are two constants known as the intercept and slope
of the regression line respectively. Note that while the centroid Cj

(which is a time series that determines a certain cluster) is generated
by combining normalized series (S ′i), it is adjusted by linear regression
to the original series Si, preventing c1 from being zero. (The intercept
(c0) is subtracted from the original series (Si) and the result is divided
by the slope (c1), obtaining S ′i).

4. Combine the centroid and S ′i following Equation (3.10).

5. Update the centroid mask using Equation (3.11).

6. Divide the centroid by its mask. This process is undertaken for each
time series considered, since it is necessary to estimate the centroid to
apply Step 3 for the forthcoming record.

7. Back to Step 2 until all records are checked out or overlapping is below
a predefined threshold.
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3.3.4 Assignment of records to clusters

Clustering algorithms associate records with different clusters by means of a
certain metric. In its basic mode, k-gaps assigns each record to the cluster
whose MSE (Mean-Square Error) is minimum, following Equation (3.13).

MSE(i, j) = Ov−1i,j

Ovi,j∑
n=0

Fi,j(n) [Si(n)− Cj(n)]
2 + P (3.13)

where Ovi,j is the overlapping length and P is a penalty associated with
short overlapping intervals between two time series. Note that the number
of superimposed values should be long enough to ensure that the metric used
for the classification of time series into clusters (MSE) is significative, be-
cause otherwise time series with good fit during a short overlapping interval
could be assigned to the wrong cluster (that is why it is important to add
the value P in Equation 3.13). Clusterings of this sort are considered barely
robust because they show very different classification patterns each time the
algorithm is run. Hence, the procedure to find the right value for P is by
testing different values until robust clusterings are obtained. We used se-
ries of daily temperatures and found that by setting a minimum overlapping
period of 30 days and a penalty of 100, the final pattern of the clusteriza-
tion did not significantly change over successive runs of the k-gaps algorithm.

In the normalization mode, the assignment process is different: in this
case linear regressions are computed between time series (Si) and clusters
(Cj) to find the centroid that best fits each record. In our case, cluster
assignment is performed by minimization of mean quadratic errors (ε2j) ob-
tained from residuals of the linear fit estimated using Equation (3.14).

Si = c1 · Cj + c0 + εj → Errori,j = Ov−1i,j

Ovi,j∑
n=0

ε2j(n) + P (3.14)

where c0 and c1 are once again the intercept and slope of the linear fit,
respectively. Note that the linear regression is performed in the overlapping
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section between each centroid and the time series.

3.3.5 Stop conditions

In the classic k-means algorithm, the stop condition is usually reached when
convergence is detected (no change of the solution in a number of iterations)
or, after a given number of iterations that ensures the algorithm has obtained
a “good enough” solution. However, additional criteria are required in the
k-gaps to handle incomplete records. For instance, since centroids are based
on compositions of uneven time series, they might be affected by adding and
removing records from their corresponding clusters, and therefore, total con-
vergence cannot be ensured. Furthermore, looping assignation may occur
when some series move cyclically from one cluster to another during consec-
utive iterations, affecting the convergence of the algorithm. Therefore, to
provide a general stop condition for k-gaps, a detector of clustering changes
(D) has been defined (Equation (3.15)) as the summation of absolute values
obtained from differences between the number of time series in each cluster
at a given step (s), and the number of time series in those clusters for the
next iteration (s+ 1).

D =
k∑

j=0

|Sizej(s)− Sizej(s+ 1)| (3.15)

where k is the total number of cluster, and Sizej(s) represents the number
of records in cluster j during step s.

Hence, when the value of D tends to zero, we assume that the algorithm
has converged, and the stop condition has been reached. On the other hand,
when D values are repeated over successive iterations, it indicates that the
algorithm entered in one of the aforementioned loops, and a halting proce-
dure should be applied, starting again the algorithm with a different initial
condition.



Chapter 4

Selection of proxy locations for
temperature reconstructions

4.1 Background

Decades of scientific fieldwork have left abundant proxy datasets to recon-
struct the climate of the past. They provide information about climate
changes at local and regional scales, and have been pooled to derive CFR
of the last millennium (Crowley, 2000; 2k Consortium, 2013). They are
spatially-resolved reconstructions of climate variables generated from dif-
ferent paleoclimate archives. These reconstructions are affected by several
sources of uncertainty (Christiansen and Ljungqvist, 2017) related to the
reconstruction method (e.g. dimensionality, dependence on parameters, fre-
quency coherence) (Evans et al., 2014), the underlying proxy observations
(Neukom et al., 2018) (e.g. observational error, irregular chronologies, ob-
served resolution), their links with the target field (e.g. multivariate signals,
stationarity, spatial and temporal covariance, resolved resolution and sea-
sonality), or the non-uniform spatial distribution of the observing network
(Comboul et al., 2015). While most of these uncertainties have been thor-
oughly studied, spatial biases induced by sparse sampling locations are still
not well understood. Due to the limited availability of paleoclimate archives,
most proxy records are restricted to land, mainly the middle latitudes of
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the Northern Hemisphere, while there are extensive un-sampled regions in
the Southern Hemisphere and high latitudes. This unbalanced distribution
of paleoclimate records induces a spatial bias in global CFRs that remains
poorly quantified.

Circumventing this issue requires, in first place, a wise selection of prox-
ies (Bradley, 1996). Due to the increasing availability of high-resolution
records, the initiative PAGES-2k has scrutinized thousands of temperature-
sensitive proxies, releasing a global archive with paleoclimate records for the
last two millennia (Emile-Geay et al., 2017). This network has been recently
exploited to derive global multi-proxy CFRs of annual temperature from a
suite of reconstruction methods, including model-based assimilation schemes
similar to those employed in modern reanalyses (Hakim et al., 2016; Franke
et al., 2017). However, as these proxies are unevenly distributed, the spatial
bias is still present. Selecting records strategically situated over key regions
that capture the diversity of global patterns and simultaneously minimize
the spatial bias of the observing network represents a significant challenge
(Evans et al., 1998, 2001). Problems of this kind cannot be directly solved by
testing all possible combinations due to their high dimensionality. Efforts to
address this issue have only been attempted with sequential approaches (i.e.
step-wise solutions based on local search procedures that perform incremen-
tally by adding the proxy records with the best performance). Differently,
a branch of artificial intelligence based on soft-computing techniques has re-
cently emerged to solve high dimensional problems (Reichstein, 2019; Knüsel,
2019). For instance, biologically-inspired methods such as evolutionary algo-
rithms (Eiben and Smith, 2015) are global search procedures that outperform
sequential approaches in the task of finding optimal solutions to the repre-
sentative selection problem within large and complex datasets (Salcedo-Sanz
et al., 2019; Del Ser et al., 2019).

In this study we deal with the spatial bias in global CFRs of annual
temperature arising solely from the non-homogeneous distribution of the
currently available network of proxy records for the last millennium. To
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better constrain this bias, other sources of uncertainty are avoided by using
the CESM-LME (Otto-Bliesner, 2016) as a surrogated reality, where pseudo-
proxies (synthetic temperature series from the target simulation) matching
the locations of the PAGES-2k archive are artificially generated (see Meth-
ods). For these idealized conditions of the PAGES-2k proxy network (com-
plete observational availability over time, univariate signals without obser-
vational error, stationary relationships, etc.) we generate global CFRs of
annual temperature for the last millennium simulation of the CESM-LME
that are biased by the uneven distribution of real proxies. CFR techniques
(Gómez-Navarro et al., 2017) are then coupled with an evolutionary algo-
rithm to explore if optimized subsets of PAGES-2k locations can be used
instead without sacrificing the reconstruction skill. These pseudo-proxy ex-
periments allow us to address the following questions in the perfectly known
model′s world: Can we quantify the spatial bias due to the uneven distribu-
tion of records? Do we need all available records of the PAGES-2k network
to maximize the skill of global temperature field reconstructions of the last
millennium? If not, how many records are required to reconstruct the tem-
perature of the last millennium without degrading the skill? Can we find
a subset of PAGES-2k proxy locations that reduces the spatial bias of the
full-proxy network?

4.2 Selection of representative locations

Annual temperature global patterns of the first full-forcing CESM-LMEmem-
ber simulation spanning the 850-2005 period of the Common Era (CE) are
chosen as the target fields to reconstruct from pseudo-proxies (Smerdon,
2011) at the 569 grid-points matching the locations of the PAGES-2k archive.
The accuracy of the CFR is quantified as its RMSE against the spatially-
resolved global temperature patterns of the target simulation. Most exper-
iments have been set under idealized conditions by using perfect pseudo-
proxies directly assembled from the simulated temperature series of the tar-
get simulation. Unlike real reconstructions, our CFRs are only affected by
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biases due to the spatial distribution of paleoclimate archives and the CFR
methodology. This approach avoids other sources of uncertainty, allowing us
to better constrain spatial biases, which can be inferred from changes in the
reconstruction skill arising from different rearrangements of the pseudo-proxy
network.

To test the sensitivity of the results to the CFR method, two different
CFR techniques have been coupled to the CRO algorithm: The AM and the
CCA as described in Section 3.1. Note that this coupling brings physical
consistence to our method, proving that AI techniques can serve as a tool for
climate science without losing the underlying physics of the Earth system.
We used the 1850-2005 period of the first member of CESM-LME for the
calibration of the CCA (similar results are obtained for shorter calibration
periods as shown in Fig. A.2), while the remaining members of the same
model ensemble are employed as a pool of analogues to derive the CFR with
AM. Our results for the first member have also been tested in other realiza-
tions of the same model, a different model, and more realistic datasets, as
explained below. To add complexity and more realistic conditions, experi-
ments with additional sources of uncertainty were also performed. They allow
us to test the robustness of the results and benchmark the magnitude of the
spatial bias against that arising from other sources of uncertainty (the effect
of multiple uncertainty sources should not be considered additive, though).
In particular, we account for the amplitude of the observational error SNR
by adding different levels of red noise to the perfect pseudo-proxies with a
lag-1 autoregressive model (see Subection 2.2.1).

The AM-reconstructed global temperature fields using all 569 perfect
pseudo-proxies (i.e. SNR = ∞) leads to a measurable RMSE of 0.65 ◦C,
which should be ascribed to uncertainties in both the limited number and
distribution of records (spatial bias) and the CFR method.
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Figure 4.1: RMSE of 850-2005 CE global temperature fields reconstructed
with different subsets of perfect pseudo-proxies from the PAGES-2k net-
work. Orange dots represent the RMSE associated with the reconstructions
using the optimized subsets of 30, 120, and 400 perfect pseudo-proxies of
the PAGES-2k network obtained with the CRO-AM. Blue violins show the
RMSE distribution obtained from 10000 reconstructions using different com-
binations of 30, 120, and 400 randomly selected pseudo-proxies from the
PAGES-2k network. RMSE are calculated with respect to the global tem-
perature fields of the target simulation (the first member of the CESM-LME).

To quantify the spatial bias, we derived new CFRs from reduced subsets of
N perfect pseudo-proxies constrained by CRO-AM (Coral Reef Optimization
coupled with the Analogue Method). For all optimized solutions of N records
tested, the CRO-AM generates more skillful reconstructions than selecting
subsets of N perfect pseudo-proxies at random (Fig. 4.1). Consequently,
the improvement obtained with CRO-AM is not related to the reduction
of random error, but a meaningful identification of representative locations
for the reconstruction of temperature fields. According to Fig. 4.2 (blue
curve), a minimum optimized set of 17 perfect pseudo-proxies, CRO-MIN
(Minimum subset of perfect pseudo-proxies obtained with CRO-AM necessary
to outperform the reconstruction skill of the full-proxy network) is enough
to obtain global temperature fields with the same RMSE as the full-proxy
reconstruction (green dashed line).
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Figure 4.2: RMSE of the 850-2005 CE global temperature fields reconstructed
with CRO-AM as a function of the number of selected perfect (blue) and
noisy pseudo-proxies (purple) of the PAGES-2k network. The green and
orange shades represent the 13-member reconstruction skill spread obtained
with all (569) perfect and noisy pseudo-proxies (with SNR of 1) of the PAGES
2-k network. The blue-shaded area represents the spread obtained by using
the optimized subset of N pseudo-proxies obtained for the first CESM-LME
member to reconstruct the remaining members of the ensemble. The purple-
shaded area is the same as the blue-shaded one but for reconstructions using
noisy pseudo-proxies with SNR of 1. All shades depict 2 standard deviations
with respect to the mean.

Therefore, under ideally perfect conditions, skillful reconstructions can
be achieved even when the number of records is reduced up to one order of
magnitude with respect to the PAGES-2k network. But, can we reduce
further the spatial bias of the full-proxy reconstruction with a subset of
well-distributed records larger than CRO-MIN? Our idealized experiments
indicate that the RMSE of full-proxy temperature field reconstructions can
be reduced up to 0.05 ◦C (Fig. 4.2) after selecting an optimal set of 120
perfect pseudo-proxies (CRO-OPT). Note that the associated error (0.60
◦C) approaches that obtained from a full global grid coverage of perfect
pseudo-proxies (0.54 ◦C). Besides minimizing the RMSE of the CFR for the
first member, CRO-OPT (Optimized subset of perfect pseudo-proxies of the
PAGES-2k network obtained with CRO-AM that yields the best reconstruc-
tion skill) locations also yield comparable levels of performance for the other
members of the ensemble (Fig. 4.2, shading). This indicates that the se-
lected network is representative across the ensemble, although the compara-
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tively higher RMSE in those members points to additional improvements if
the CRO-AM were applied separately to each realization. Similar estimates
of the spatial bias are also found for CRO-CCA (Coral Reef Optimization
coupled with the Canonical Correlation Analysis) reconstructions (a RMSE
reduction of 0.05 ◦C for an optimized subset of 120 perfect pseudo-proxies),
stressing the robustness of the results with respect to the CFR technique.
Indeed, the RMSE variation with the size of the selected network shown in
Fig. 4.2 is also reproduced by CCA reconstructions based on the locations
selected by the CRO-AM (Fig. 4.3).
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Figure 4.3: RMSE of CCA reconstructions generated with the optimized
subsets of perfect pseudo-proxies of the PAGES-2k network selected by the
CRO-AM.The red dot and dashed line highlight the minimum RMSE.

Table 4.1: RMSE of global temperature fields for 850-2005 CE (in ◦C) using
CRO-AM reconstructions with N representative AR(1) pseudo-proxies of the
PAGES-2k network and different SNR.

N SNR = ∞ SNR = 1 SNR = 0.5
30 0.62 0.71 0.82
200 0.60 0.64 0.71
569 0.65 0.67 0.72
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The reduction of the RMSE with CRO-OPT is not negligible, since it is
equivalent to doubling the SNR in the full-proxy reconstruction (Table 4.1).
Focusing on the noise, the RMSE derived from noisy pseudo-proxies with
a SNR of 1 is only increased by 0.02 ◦C, whereas a SNR of 0.5 degrades
the reconstruction skill by 0.07 ◦C. In the case of SNR-1 pseudo-proxies, the
minimum number of records necessary to reach the same skill as their full-
proxy reconstruction increases with respect to that obtained from perfect
pseudo-proxies (60 instead of 17 in CRO-MIN). Still, it is possible to find
representative subsets of 150 noisy pseudo-proxies that outperform the skill
of the complete network of noisy pseudo-proxies (Fig. 4.2, lines). The same
conclusion is obtained for pseudo-proxies with more realistic components of
random noise (SNR=0.5), although previous experiments have shown that
this level of SNR provides pseudo-proxy CFRs with lower skill than real-world
reconstructions (Neukom et al., 2018). In addition, the noisy subsets that
optimize the CFR of the first member are able to reduce the reconstruction
error obtained for the other members of the ensemble from their complete
networks of noisy pseudo-proxies (Fig. 4.2, purple shading). For certain con-
ditions (SNR=1 in Fig. 4.2), optimized subsets of noisy pseudo-proxies can
even outperform the skill of the full network of perfect pseudo-proxies.

Therefore, with all other sources of uncertainty being absent, spatial bi-
ases induced by a non-uniform distribution of high-quality (ideally perfect)
proxies can potentially be larger than those obtained from a reduced subset
of well-distributed noisy proxies with SNR of 1. Most of the selected loca-
tions in CRO-OPT are situated at high latitudes (Fig. 4.4a), stressing the
importance of Arctic (Kaufman, 2009; Routson, 2019) and Antarctic (Steig
and Neff, 2018) regions. Although there is not a unique solution, the distri-
bution of optimal locations does not vary substantially with the number of
selected records (cf. Figs. 4.4a and 4.5), and the CFR method (Fig. 4.5).
In this regard, Figure 4.6a also shows that this distribution does not change
regardless of the noise associated with the pseudo-proxies even when higher
levels of SNR (e.g 0.5) are employed.
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Figure 4.4: Performance of the CRO-AM reconstruction with the optimal
subset of PAGES-2k records (CRO-OPT). (a) Spatial distribution of CRO-
OPT records (orange dots) obtained from the full PAGES-2k network (purple
diamonds). (b) Spatial correlation difference between the temperature recon-
structions with CRO-OPT and all perfect pseudo-proxies. Stippling points
illustrate significant correlation differences (p < 0.05). Kernel density esti-
mation of the (c), Normalized latitudinal distribution of records (in % with
respect to the total number of pseudo-proxies) for the CRO-OPT subset (or-
ange) and the full-proxy PAGES-2k network (purple). (d) Latitudinal mean
Pearson correlations for the CRO-OPT (orange) and full-proxy (purple) re-
constructions. (e) Latitudinal logarithm of the standard deviation ratio for
the CRO-OPT (orange) and full-proxy (purple) reconstructions (σrec) com-
pared with the target simulation (σori). The latitudinal axis is proportional
to the effective area.
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Figure 4.5: Optimized subsets of 17 perfect pseudo-proxies of the PAGES-2k
network selected by CRO-AM (CRO-MIN) and CRO-CCA. (a) 2-D and (b)
latitudinal distributions of the CRO-MIN locations obtained with CRO-AM
(orange dots and shading) and the corresponding subset of perfect pseudo-
proxies of the PAGES-2k network (with the same size as CRO-MIN) obtained
with CRO-CCA (purple diamonds and line).

Moreover, Figure 4.6b illustrates how this distribution is always better
than choosing locations at random, indicating that more robust reconstruc-
tions of the past climate are generated when representative locations are
selected. The improvement of the CRO-OPT reconstruction is also reflected
at local scales (Fig. 4.4b), implying that small changes in the global skill (Ta-
ble 4.1) hide large regional improvements. The Pearson correlation coefficient
of the target simulation with this reconstruction is significantly higher than
with the full-proxy reconstruction for almost the entire Southern Hemisphere
and the Arctic, and only performs worse in regions where the complete net-
work presents high density of perfect pseudo-proxies. This is consistent with
the spatial pattern of the RMSE difference between the CRO-OPT and full-
proxy reconstructions (Fig. 4.7). Interestingly, highly sampled regions by the
PAGES-2k network tend to coincide with areas of low spatial autocorrelation
(Fig. 4.8). As such, the regional details of the temperature field over these
regions are better captured by the denser full-proxy network than by CRO-
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OPT. However, our experiments indicate that the regional improvement of
the full-proxy network is attained with sacrifices in its global performance.
This is explained by the fact that improving the reconstruction of small areas
of the map comes at the expense of debasing the skill (i.e. lower correlation
and higher RMSE) of the entire study region.
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Figure 4.6: Sensitivity of CRO-AM reconstructions to pseudo-proxies with
different levels of observational error. (a) Latitudinal distribution of the
optimized subsets of 30 locations selected by CRO-AM from a PAGES-2k
network of perfect pseudo-proxies (SNR = ∞, orange shading), and noisy
pseudo-proxies with SNR = 1 (purple line) and SNR = 0.5 (blue line). (b)
RMSE of CRO-AM reconstructions from pseudo-proxies with different SNR.
For each type of pseudoproxies, symbols indicate the RMSE of the recon-
struction obtained with the optimized subsets of locations found for perfect
pseudo-proxies (orange dots), and noisy pseudo-proxies with SNR of 1 (pur-
ple diamonds) and 0.5 (blue crosses). Blue violins illustrate the RMSE dis-
tributions of 10000 reconstructions obtained from subsets of 30 PAGES-2k
locations selected at random.
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Figure 4.7: RMSE difference between the CRO-OPT and full-proxy recon-
structions. Green (purple) color illustrates regions where CRO-OPT yields
lower (higher) RMSE than the reconstruction with the full PAGES-2k net-
work of perfect pseudo-proxies. RMSE are calculated with respect to the
target field (the first CESM-LME member).
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Figure 4.8: Spatial map of e-folding distances of decorrelation for the annual
temperature of the first full-forcing CESM-LME member. The distance (in
kilometers) for each grid point defines the area of the circle for which the
averaged coefficient of determination (R2) has decayed below e−1.



4.2. Selection of representative locations 55

These results show that spatial clusters of proxy records may debase
the skill of spatially-resolved global temperature reconstructions. Note that
the CRO-OPT distribution (Fig. 4.4c) is not simply a uniform one, and
fewer points are often selected over areas with high spatial autocorrela-
tion (e.g. the tropics). Still, its reconstruction leads to generalized lat-
itudinal improvements in terms of correlation (Fig. 4.4d) and variability
(Fig. 4.4e). These strategic locations also retrieve skillful reconstructions
of area-weighted GMT (Global Mean Temperature) for the last millennium.
The GMT of the reconstruction generated with CRO-OPT shows high skill
(RMSE of 0.09 and R2 of 0.88), improving that from the full-proxy recon-
struction (RMSE of 0.16 and R2 of 0.71). Recall that the selected locations
represent an optimal subset of the PAGES-2k network for the specific condi-
tions and target field of our idealized experiments. To test the independence
of these results from the model employed, the CRO-AM experiment has also
been run in the CCC400 model ensemble (Bhend et al., 2012; Franke et al.,
2017). The results for an optimized subset of 120 locations (the same number
as in CRO-OPT) are depicted in Fig. 4.9.

It is noteworthy to mention that False detection tests (Hu et al., 2017)
regarding serial correlation and test multiplicity have been applied for the de-
termination of global statistical significance in correlation maps between the
reconstructed and target fields (Fig. 4.4 and Fig. 4.9). Because of the large
N, effective degrees of freedom are high, leading to significant correlations at
the 95% confidence level for all grid points with significant differences in Figs.
4.4 and 4.9. Furthermore, FDR (False Discovery Rate) have been calculated
to assess whether there are falsely attributed significant correlations (Hu et
al., 2017). In all cases, correlation maps passed the multiplicity test for a
FDR of 5%. Note that these tests have been performed for pseudo-proxy
experiments under idealized conditions, and the high statistical significance
of the results is not necessarily representative of real proxy-based reconstruc-
tions, where additional sources of uncertainty are present.
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Figure 4.9: As Fig. 4.4 but using the global temperature fields of the CCC400
first ensemble member (1601-2005 CE) as target. The reconstruction has
been obtained from the optimized subset of perfect pseudo-proxies of the
PAGES-2k network (with the same size as CRO-OPT) selected by CRO-AM
in the CCC400 model ensemble.

The spatial distribution of selected locations, the improvement of the cor-
relation at high latitudes and part of the Pacific Ocean, and the latitudinal
correlation and variability patterns resemble their CESM-LME counterparts
presented in Fig. 4.4. A similar distribution persists in out-of-sample vali-
dation tests where the CCC400 ensemble is used as a pool of analogues to
reconstruct the first member of the CESM-LME (Fig. 4.10), indicating that
the selection of representative locations is not sensitive to the training data
used in the process.
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Figure 4.10: Latitudinal distribution of optimized subsets of the PAGES-2k
network using different model ensembles as a pool for the CRO-AM recon-
struction of the first CESM-LME member. Each subset includes 17 perfect
pseudo-proxies obtained with the CRO-AM using as a pool members of the
CESM-LME (orange shading) and the CCC400 ensemble (black line). In
both cases, the target is the 850-2005 CE global temperature fields of the
first member of the CESM-LME. The purple line illustrates the distribution
of full-proxy PAGES-2k network.

We have also performed more stringent tests to assess whether the CRO-
OPT locations inferred from the CESM-LME are also informative of GMTs
in more realistic datasets. The exercise has been applied to instrumental
temperature data based on HadCRUT 4.2 (Jones et al., 1999) for the post-
industrial period (1850-2008 CE), as well as to proxy-based temperature
reconstructions for the last millennium (850-2000 CE) provided by the Last
Millennium Reanalysis (LMR, Methods). These products are independent
from the CCC400 and CESM-LME, except for the fact that the LMR uses
prior state estimates from an earlier version of the CESM atmospheric model.
For each of these datasets, we computed first guess GMTs (GMTg hereafter)
as the area-weighted mean temperature for two different sets of locations:
the CRO-OPT, previously obtained with the CESM-LME, and the complete
PAGES-2k network. Note that GMTg are directly obtained from the tem-
perature series at these specific locations, without reconstructing the global
temperature fields of the respective dataset. Although this approach is not
ideal, and differs from global aggregation strategies typically employed for the
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computation of GMTs (area-weighted global means from re-gridded fields),
it gains importance in the light of incomplete coverage and time-varying
availability of global records.
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Figure 4.11: Estimates of GMT anomalies (◦C) for the last millennium as
inferred from selected subsets of the PAGES-2k network. (a) GMT anoma-
lies from the LMR for 850-2000 CE (Inset (a): GMT anomalies from Had-
CRUT4.2 for 1850-2000 CE). Purple and orange lines show the GMTg of
these datasets, defined as the area-weighted temperature mean for the grid
points matching the PAGES-2k and CRO-OPT locations, respectively. All
anomalies are computed with respect to the 1961-1990 baseline. (b) Coef-
ficient of determination between the time series of GMT and GMTg from
PAGES-2k (purple) and CRO-OPT (orange) locations. Violins illustrate the
distributions obtained for 10000 subsets (with the same size as CRO-OPT)
of randomly-selected locations from the PAGES-2k network (blue) and the
full global grid (red).

Figure 4.11 shows how the HadCRUT 4.2 and LMR GMTs are overall
consistent with their GMTg. In both cases, the coefficients of determination
(R2) are higher for CRO-OPT than for the complete PAGES-2k network, and
they are also significantly higher than selecting random sets of locations from
the PAGES-2k archive (Fig. 4.11b). This evidences the representativeness
of CRO-OPT in observations and real-world reconstructions.
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4.3 Reconstruction of temperature patterns

Despite its improvement, the optimized selection of locations is constrained
by the original distribution of proxy records in the PAGES-2k archive, which
displays limited coverage and a spatial bias towards mid-latitude land ar-
eas of the Northern Hemisphere, with very few proxies over oceanic regions.
Therefore, we explored the skill of this reduced subset to capture internal
variability and externally forced signals in the global temperature patterns.
This also allows us to assess whether the selected locations have physical
meaning or simply represent an optimized statistical distribution. El Niño-
Southern Oscillation (ENSO) is chosen as an example of the former. The per-
fect pseudo-proxy CFR with CRO-OPT locations explains more than 80% of
the SST variance over El Niño 3.4 region for the pre-industrial period of the
target simulation, and even the more constrained CRO-MIN reconstruction
captures global ENSO teleconnections reasonably well (Fig. 4.12).

Taking into account that ENSO is the main mode of internal variability
on interannual time-scales, it is surprising that only one of the selected lo-
cations in CRO-MIN is over the tropical Pacific (Fig. 4.12b). However, the
spatial autocorrelation of temperature variations in this region is among the
highest of the globe (Fig. 4.8), which arguably reduces the effective number
of records required to reproduce them. The ability of this subset to capture
ENSO signals can be further explained by the optimized distribution, with
some of the selected locations laying in areas strongly affected by ENSO tele-
connections, such as the nodes of the Pacific North/South American pattern
(Lewis and LeGrande, 2015). This suggests that the CRO-AM tends to prior-
itize those records strategically situated over major climate teleconnections,
which together explain a large fraction of the global temperature variance.
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Figure 4.12: Reconstruction skill of internal variability patterns with the
CRO-MIN subset of PAGES-2k records. Composite of annual temperature
anomalies (◦C, with respect to 850-2005 CE) for El Niño events in (a), the tar-
get field (the first CESM-LME full-forcing member). (b) The reconstructed
field from the CRO-MIN subset of perfect pseudo-proxies of the PAGES-2k
network (yellow dots). For each panel, crosses depict non-significant temper-
ature differences at 95% confidence level with respect to its corresponding
climatology inferred from a bootstrap of 10000 random samples. El Niño
events are defined as years of the target simulation with standardized tem-
peratures above the 95th percentile at El Niño-3.4 region (black square).

Indeed, the CRO-OPT subset can also capture large-scale internal modes
of atmospheric circulation variability, such as the Northern Annular Mode
(NAM), herein reconstructed from the annual mean sea level pressure (SLP)
fields of the best temperature analogue years (Fig. 4.13). The reconstructed
NAM series follows the simulated variations in the target run, although with
considerable uncertainty, and a tendency to underestimate the target ampli-
tude. The latter suggests that, despite being informative, networks specifi-
cally optimized for a given target field do not necessarily represent the opti-
mized solutions for the reconstruction of other fields.
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Figure 4.13: Percentile distribution of simulated NAM values in the first
CESM-LME member (850-2005 CE) and their corresponding reconstructions
from the CRO-OPT subset of the PAGES-2k network. Black diamonds rep-
resent the mean simulated NAM for each percentile range, with vertical black
lines showing their respective minimum and maximum values. Blue violins
show the distribution of the reconstructed NAM values for the same years
included in each percentile range and 100 different NAM reconstructions.
Mean values of the violin distributions are depicted as horizontal blue lines.

As for the external forcings, the constrained reconstructions from subsets
of perfect pseudo-proxies also capture the timing and spatial fingerprint of
the simulated cooling response to major volcanic events of the Last Millen-
nium This is seen in Fig. 4.14 where a clear cooling with respect to the
mean temperatures of the two previous years appears in the target and re-
constructed field from CRO-OPT following the Tambora eruption in 1815.
Interestingly, CRO-AM replicates these forced responses by choosing years
from the CESM-LME with significant volcanic activity, indicating that the
reconstruction method is capturing the physical processes behind the climate
response to external forcings.
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Figure 4.14: Annual temperature anomalies (oC) after Tambora’s erup-
tion (1815 CE) in (a) target simulation and (b) CRO-OPT reconstruction.
Anomalies are calculated as the difference between the year after the eruption
and the mean temperature of the 2 previous years.

This suggests that the CRO-OPT reconstruction can discern the volcanic
fingerprint in the global temperature patterns from the internal variability.
Therefore, in a more general context, we have assessed if CRO-OPT can de-
tect externally forced responses and attribute them to the responsible forcing.
This is done by first assigning each year of the CESM-LME to a dominant
factor (i.e. the one with the largest radiative forcing in the top of the atmo-
sphere for that year) by using single forcing simulations of the CESM-LME.

To determine if a particular forcing is dominant for a certain year, we
have used the area-weighted mean FSNTOAC (Clear-sky net solar flux at
top of the atmosphere) from the control simulation and the ensemble of
single-forcing simulations for the following available forcings: orbital, so-
lar, volcanic, land use/land cover, greenhouse gas concentrations and ozone.
For each year and single-forcing run, we computed the absolute FSNTOAC
difference with respect to the 1156-yr mean of the control simulation. By do-
ing this, we estimated the ensemble mean radiative imbalance for each year
and forcing. A given year is assigned to an external forcing if two conditions
are met: that the forcing has the highest absolute FSNTOAC difference,
and this value is above 2 standard deviations of the control mean (to avoid
false forcing assignations), which provides a measure of internal variability.
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Otherwise, the year is not assigned to any external forcing, this subset com-
prising years of weak or multiple external forcings, which may obscure the
attribution exercise. With this approach, 60% of years on record could not
be assigned to a single forcing, whereas 21% and 10% of years were as-
sociated with volcanic and solar forcings, respectively. On the other hand,
only 2% of years on record have been associated with greenhouse gas emis-
sions (note that this forcing is not relevant before 1850 CE). The remaining
forcings, namely land use/land cover ( 4%), ozone ( 2%) and orbital (less
than 1%), dominated for very few years and are not considered, since their
frequency series for the last millennium did not show signals discernible from
the internal variability. Note that this attribution method is instantaneous
(i.e. it assigns dominant forcings year by year), and not fully independent
since forcing years are selected from different simulations of the same model.

Then, for each year of the target simulation we count the detected fre-
quency of each external forcing in the 100 best analogue years selected using
CRO-OPT locations and test whether this frequency is significantly larger
than that expected by random chance. The results for key forcings of the last
millennium (Fig. 4.15) confirm that CRO-OPT is able to detect some forced
signals and assign them to the right forcing. This is true for years following
large volcanic eruptions (e.g. Tambora 1816) and periods with high volcanic
activity (e.g. the 18th century). Similarly, the conspicuous warming of the
second half of the 20th century is preferentially reconstructed from years
with strong anthropogenic forcing, so that this signal can be attributed to
increasing concentration of greenhouse gases. On the contrary, solar signals
on annual time scales are not well discernible from the internal variability.
Note, however, that it does not mean a lack of solar forcing signals since
our approach is instantaneous (based on annual forcings and temperature
patterns) and hence it does not take into account lagged or low-frequency
responses to external forcings.
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Figure 4.15: Detection of external forcings in the reconstruction with the
CRO-OPT subset of the PAGES-2k network. (a) Annual mean clear-sky net
solar flux at top of the atmosphere for three single-forcing ensemble simula-
tions. Percentages of the 100 best analogue years selected from CRO-OPT
with the same dominant forcing as in the given year of the target simula-
tion. (b) volcanic, (c) greenhouse gases, and (d) solar forcing. Black dashed
lines depict the significance thresholds above which there is an instantaneous
detection of forced signals attributed to the given forcing.

4.4 Insights on past anomalous periods

We now focus on longer time-scales and explore how well the CRO-AM recon-
structions capture key anomalous periods of the past, such as the MCA (Me-
dieval Climate Anomaly) (950-1250 CE) (Bradley, 1996) and the LIA (Little
Ice Age) (1450-1850 CE) (Bradley and Jones, 1993). Although model sim-
ulations and proxy-based reconstructions agree on the existence of a global
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mean temperature difference between both periods, there are discrepancies
in its magnitude and spatial pattern, which are still not well understood
(Mann, 2009; Fernández-Donado et al., 2013). Models usually yield a vari-
ety of spatial temperature patterns for the MCA-LIA transition as well as
weaker differences than proxy-based reconstructions (Fernández-Donado et
al., 2013).

Table 4.2: GMT differences between the MCA (950-1250 CE) and the LIA
(1450-1850 CE). Area-weighted mean temperatures are calculated globally
and for the Northern Hemisphere (NH). The target is the first ensemble
member of the CESM-LME. Reconstructions are generated with CRO-AM
using perfect pseudo-proxies at the locations of CRO-MIN, CRO-OPT and
the full-proxy network of PAGES-2k.

MCA-LIA Temperature (oC)
Map Global NH
Target 0.19 0.20

CRO-MIN (17) 0.08 0.10
CRO-OPT (120) 0.11 0.13
PAGES-2k (569) 0.09 0.11

The MCA-LIA GMT difference for our target simulation is 0.19 ◦C, si-
milar to the remaining members of the CESM-LME. However, this value is
halved in the reconstructions obtained with CRO-MIN, CRO-OPT and the
complete PAGES-2k network, even if we use ideally perfect pseudo-proxies
(Table 4.2). The attenuation of the global warming amplitude is further
evidenced by the spatial pattern of temperature differences depicted in Fig.
4.16. Note that all regions show milder differences in the reconstruction,
especially in the Southern Ocean and part of the Arctic .
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Figure 4.16: Spatial pattern of mean temperature difference (oC) between
MCA (950-1250 CE) and LIA (1450-1850 CE) in (a) the target simulation
and (b) the CRO-OPT reconstruction.

To deep further into the causes of the MCA-LIA underestimation, we first
assess whether they stem from a limited coverage of the current PAGES-2k
archive. To address this question, the CRO-AM was run to find the same
number of representative locations as in CRO-MIN, but from the full grid of
CESM-LME (i.e. without constraining the search to the PAGES-2k network,
Free run in Fig. 4.17).

The resulting distribution of selected locations has similarities with CRO-
MIN, stressing the relevance of high latitudes (Fig. 4.17b). Therefore, we
conclude that climatically representative regions for the last millennium are
sufficiently covered by the PAGES-2k archive. This also holds for the MCA
and LIA periods, whose reconstruction skills with CRO-MIN are comparable
to those obtained for the entire period of the last millennium. Dedicated
experiments to find specific subsets of the PAGES-2k network that optimize
the CFR for the MCA and LIA separately (MCA and LIA runs in Fig.
4.17) also bear strong resemblance with the distribution obtained in the last
millennium experiment (CRO-MIN). Indeed, good analogues of the MCA
and LIA global patterns can be found through most of the last millennium,
although with reduced probability during exceptionally cold and warm inter-
vals, respectively, including the 20th century (Fig. 4.18). Interestingly, MCA
patterns do not resemble those of the 20th century, indicating distinguishable
MCA signatures with respect to the organized global warming of the 20th

century in the model world.Therefore, the question is if there is any subset
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Figure 4.17: Distribution of representative locations for different experiments
with perfect pseudo-proxies and the CRO-AM. (a) 2-D and (b-d), latitu-
dinal distribution of optimized subsets of perfect pseudo-proxies (with the
same size as CRO-MIN) selected with the CRO-AM for different optimiza-
tion problems. Optimized reconstruction of the global annual temperature
fields of the last millennium from locations constrained to the PAGES-2k net-
work (CRO-MIN, orange) and from an unconstrained selection (Free, purple).
Optimized subsets of the PAGES-2k network for the reconstruction of the
global annual temperature fields of the MCA (red) and LIA (blue) periods
separately, and the spatial pattern of the mean temperature difference be-
tween the MCA and LIA (MCA-LIA, green). Latitudinal distribution of (b)
CRO-MIN (orange shading) and Free (purple line). (c) MCA-LIA. (d) MCA
(red shading) and LIA (blue line).

of PAGES-2k locations that can reproduce the MCA-LIA pattern (i.e. the
spatial pattern of temperature differences on multi-centennial scales). This
has been accomplished by modifying the health function of the CRO algo-
rithm in order to find subsets of perfect pseudo-proxies that minimize the
spatial RMSE of the MCA minus LIA temperature pattern (MCA-LIA run
in Fig. 4.17). The results of this experiment reveal that it is possible to find
a subset of the same size as CRO-MIN that matches the MCA-LIA pattern
with almost the same amplitude as in the target simulation (0.15 ◦C).
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Figure 4.18: Time series with the total frequency of analogues for all years of
the MCA (950-1250 CE, red) and LIA (1450-1850 CE, blue) in the CRO-OPT
reconstruction. For each year of the MCA and LIA in the target simulation,
the 100 best analogues of the annual temperature at the CRO-OPT locations
are selected. Their respective years of occurrence are retained and accumu-
lated through the MCA and LIA periods, separately.

However, this improvement in reproducing the MCA-LIA pattern is made
by sacrificing the reconstruction skill on annual scales, with the RMSE in-
creasing from 0.65 ◦C in CRO-MIN to 0.80 ◦C in the MCA-LIA run. Fur-
thermore, MCA-LIA locations are mainly situated over tropical and extra-
tropical latitudes (Fig. 4.17c), leading to a completely different latitudinal
distribution compared to that in the annually-resolved MCA, LIA, CRO-
MIN or Free experiments.

These results indicate that perfect pseudo-proxy locations that optimize
the reconstruction in the high-frequency do not necessarily bring an improve-
ment in the lower frequencies of the spectrum. To support this statement,
we have performed additional experiments where annual temperature fields
of the target simulation have been low-pass filtered with 10- and 100-year
running windows. The CRO-CCA has been run this time to find optimized
subsets of the PAGES-2k network targeting the CFR on each time scale. Fig-
ure 4.19 shows how the number of selected records at high latitudes (poleward
of 65◦ N) significantly decreases for lower frequencies.
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Figure 4.19: Number of records at polar regions (latitudes above 65◦N/S)
in optimized subsets of 20 perfect pseudo-proxies of the PAGES-2k network
for CRO-CCA reconstructions of global temperature fields on different time
scales. The CRO-CCA has been run to find subsets of 20 perfect pseudo-
proxy locations of the PAGES-2k network that optimize the reconstruction
of the global temperature fields of the first CESM-LME member at annual,
decadal and centennial time scales by using a 1-, 10- and 100-year low-pass
filter smoothing, respectively. The distributions include 200 different opti-
mized solutions from 5 CRO-CCA runs (40 best solutions of each run were
kept). Boxes represent the median (orange line) and interquartile ranges of
the distribution, with whiskers denoting extreme solutions.

This agrees with the optimized distribution for the reconstruction of the
MCA-LIA spatial pattern shown in Fig. 4.17. As the large interannual
variability at high latitudes was removed for the low-pass filtered fields, we
hypothesize that fewer high-latitude records are needed to reconstruct long
term temperature variations. As a consequence, the optimality of the lo-
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cations selected for the annual CFR is progressively lost towards the lower
frequencies of the spectrum. This is further supported by the power vari-
ance spectrum of GMT reconstructions obtained with different subsets of
the PAGES-2k network (Fig. 4.20), which shows similar performance of the
CRO-OPT and full-proxy reconstructions on longer time scales for all en-
semble members.
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Figure 4.20: Power density spectrum of GMTs series for 850-2005 CE. Color
lines show the power spectrum of area-weighted global mean temperature
anomalies calculated for the target simulation (black), the CRO-OPT re-
construction (orange), and the CRO-AM reconstructions generated with the
full-proxy PAGES-2k network of perfect pseudo-proxies (purple), and an op-
timized subset of 150 noisy pseudo-proxies with SNR=1 (red). Opaque lines
depict the mean spectral density of the ensemble, and transparent lines rep-
resent individual spectral densities of all (13) members of the ensemble.

Both networks underestimate the low frequency variations of the true
GMT, in agreement with the reduced amplitude of their MCA-LIA recon-
structions. Although the ultimate causes are unclear and require dedicated
studies in more realistic conditions, our experiments point towards a signif-
icant dependence of the optimal subset of PAGES-2k locations on the time
scale variations of the target field that are pursued by the CFR.
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Keynotes

These are the most important findings of Chapter 4 to take home:

• The bias induced by non-homogeneous distributions is similar to that
obtained by adding red noise with the same variance as the climate
signal.

• A reduced set of representative proxies generates reconstructions with
better skill than using the entire PAGES-2k network.

• There is a significant increase of correlation in reconstructions obtained
with proxies at representative locations.

• Annual temperature fields are better reconstructed with locations in
high latitudes and teleconnection regions.

• Long-term climate variations are better reconstructed with locations
over low and middle latitudes.

• Representative locations depend on the temporal resolution of the tar-
get.





Chapter 5

North Atlantic SLP
reconstruction since 1750

5.1 Background

Atmospheric conditions are nowadays continuously monitored by systems
ranging from land-based meteorological stations to geostationary satellites
orbiting the planet. However, the amount of available information from
instrumental records drastically decreases the further we go back in time,
leading to a problem of data scarcity, particularly acute in the pre-industrial
era (before 1850 of the Common Era, CE) and over the oceans (Küttel et
al., 2010; Cram et al., 2015; Franke et al., 2017; Brönnimann et al., 2020;
Noone et al., 2020). Within this context, new methods that maximize the
extraction of information from climate datasets have recently emerged (e.g.,
Ilyas et al., 2017; Benestad et al., 2019; Carro-Calvo et al., 2020; Kadow et
al., 2020; Vaccaro et al., 2021). They represent promising tools to manage
large amounts of current information (big data) as well as situations of data
scarcity including a better preservation of variability and resolve more ac-
curately the covariance structure for regions with data gaps. In this sense,
optimization techniques including evolutionary algorithms (Vrugt and Robin-
son, 2007; Eiben and Smith, 2015) have been developed in the area of AI to
maximize the skill of climate field reconstructions (CFR) as seen in Chapter
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4 (Salcedo-Sanz et al., 2019; Jaume-Santero et al., 2020). As it is described
in Section 3.2, evolutionary algorithms (Eiben and Smith, 2015) are soft-
computing techniques inspired by biological and natural selection processes
(Del Ser et al., 2019) which are based on the reproduction and survival of
best suited individuals within a competitive environment.

In this chapter, we have coupled a CFR method with the CRO (i.e., the
evolutionary algorithm employed in Chapter 4) to obtain optimized high-
resolution (1◦ × 1◦) monthly SLP fields over the North Atlantic for 1750-
2004 CE from historical land-based observations over Europe, Greenland
and North America included in the SLP-Obs dataset (see Subsection 2.1.2).
The evolutionary algorithm is designed to find an optimized combination of
weights for the observing network that maximizes the reconstruction skill of
the SLP field (Section 5.2).This new monthly SLP data set presented herein
supersedes the statistically-derived 5◦ × 5◦ resolved gridded seasonal SLP
dataset of Luterbacher et al. (2002) and Küttel et al. (2010) that cover the
eastern North Atlantic Europe and the Mediterranean area back to 1750 CE
using terrestrial instrumental pressure series and marine wind information
from ship logbooks. In contrast to Luterbacher et al. (2002) and Küttel et
al. (2010), we use more station pressure series, provide a higher resolved spa-
tial reconstruction and apply a novel method that can deal more accurately
with a low number of station observations, and that can better preserve vari-
ability and better resolve the covariance structure, including a more realistic
representation of circulation extremes.

The reconstruction performance is compared against other reconstruc-
tions obtained using the same set of observations but without optimization
(Section 5.3), and allows us to study the extratropical climate variability of
the Eastern North Atlantic Ocean and Europe for over the past 255 years
focusing on the NAO (North Atlantic Oscillation). The NAO is the leading
mode of climate variability related to the rearrangement of air mass between
subtropical and polar latitudes, and whose alternating phases generate strong
changes in surface temperatures, wind, and precipitation over the Atlantic re-
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gion and its surroundings (Hurrell and Deser, 2010). Although several NAO
indices have been published previously, discrepancies among them (especially
present prior to the 19th century where the lack of information is notoriously
higher) impairs the study of changes in these phases and their influence on
regional climates (e.g., Schmutz et al. (2000); Hernández et al. (2020) and
references therein).

In this chapter, we apply the optimized network approach to reconstruct
SLP fields back to 1750 CE, that allow to study the change of atmospheric
circulation over the Eastern North Atlantic-European area as well as the as-
sociated atmospheric action centers such as the AH (Azores High) and the
Icelandic Low IL (Icelandic Low) (Section 5.4). The AH is a persistent sub-
tropical anticyclone situated around the Azores islands that is associated with
the descending branch of the Hadley Cell over the Atlantic Ocean (Zishka
and Smith, 1980; Davis et al., 1997; Ioannidou and Yau, 2008; Iqbal et al.,
2019). In spite of the important role of the AH in the NAO pattern dur-
ing winter time, and the influence of this high pressure system on European
hot temperatures and drier weather in summer (Hasanean, 2004), there are
not many high-resolution reconstructions of the AH due to the difficulty of
extracting data from that oceanic area. It is therefore crucial to optimize
land-based networks of climate observations to maximize the skill over the
Atlantic region.

5.2 Optimized networks

Note that the AM in its standalone version (see Subsection 3.1.1) employs
the full network of observations, without discrimination among the records,
which are considered equally informative (i.e. weights of 1). To test the effect
of optimizing the observing network, an additional CRO-AM reconstruction
was derived by imposing an optimized set of weights provided by the CRO
algorithm (see Section 3.2) during the AM reconstruction. These weights are
used in the computation of the metric (i.e., the RMSE), therefore affecting
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the selection of the best analogues and the reconstructed field. In that way,
the information of the full network is exploited, while acknowledging differ-
ences in the predictive skill of individual sites. This approach is novel, and
represents an important step with respect to the experiments described in
Chapter 4, where a subset of optimal locations was selected (weights equal
to 1 or 0), therefore discarding observations that could still provide useful
information when the availability of the remaining records is compromised.
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Figure 5.1: Spatio-temporal distribution of SLP observations. (a) Spatial
distribution of stations with monthly SLP observations for 1750-2004 CE.
Shading shows the percentage of time with available observations over the
1750-2004 CE period, with darker shading indicating longer time series. (b)
Evolution of the frequency of observations (in percentage with respect to the
total number of stations) for 1750-2004 CE.
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Within this framework, weights were optimized for each calendar month
of the year by minimizing the area-weighted RMSE of the North Atlantic
SLP reconstruction obtained with the AM over the reconstructed period.
The performance of the CRO-AM and AM reconstructions, obtained with
and without optimized weights, are assessed with respect to the 1836-2004
CE validation period of the 20CRv3 reanalysis, allowing us to quantify the
improvements of the optimized reconstruction. While this dataset covers
the 1836-2004 CE period of the observations, it does not provide a ground
truth to optimize the observing network of 1750-1835 CE. Although using
the weights of the 1836-2004 CE interval through the entire reconstruction
period (1750-2004 CE) is the simplest way to address this issue, it would not
take into account changes in the predictive skill of the local records caused
by the actual gaps of the earlier period and the pronounced changes in the
spatial distribution of the observing network (Fig. 5.1). Therefore, the set
of monthly weights were optimized separately for 1750-1835 CE.

To do so, we took the observations of the 1919-2004 CE interval (which
comprises the same number of years) and reconstructed their concurrent
SLP fields by imposing the same constraints in data availability as in the
observing network of the 1750-1835 CE period. In that way, weights can be
optimized for a set of records that preserves the spatio-temporal distribution
of observations of the earlier period. This set of optimized weights is sub-
sequently applied to the actual observations of 1750-1835 CE to reconstruct
the North Atlantic SLP for this earlier period with the AM. This experiment
assumes that the relationships between the local records and the large-scale
field do not change substantially with time, and that temporal changes in
observational errors are not sufficiently large to affect the overall distribu-
tion of weights. While these assumptions may not hold for all local records,
they were preferred to unrealistic approximations (i.e., no changes in data
availability) that are systematically violated by the full network.
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Figure 5.2: Spatial distribution of optimized monthly weights for the observ-
ing network obtained with the CRO-AM algorithm. Weights (from 0 to 1)
apply to the observing network of (a, c) all Januaries, and (b,d) all Junes of
the (a,c) 1750-1835 CE and (b,d) 1836-2004 CE period. The size of the dot
is proportional to the magnitude of local weight, which is also indicated by
shading. Grey crosses in (c) and (d) represent observations without available
information for 1750-1835 CE.

Figure 5.2 shows the spatial distribution of optimized weights for two
representative months of the year and the two considered sub-periods: 1836-
2004 CE (Fig. 5.2a and b) and 1750-1835 CE (Fig. 5.2c and d). Local
weights for the earlier reconstruction period are substantially different from
their more recent counterparts. Overall, higher weighting values are assigned
to the reduced subset of observations of the 1750-1835 CE period than to the
records of the almost complete network of 1836-2004 CE. For instance, ∼85%
of the October observations from 1836 to 2004 CE have low weights (below
0.5), whereas this number decreases to ∼70% for the 1750-1835 CE period.
Therefore, observations gain representativeness when the lack of informa-
tion increases, and locations with low weights in a large network can be
very informative when considering a reduced subset of the network. In spite
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of this, there are no generalized high weights, even in the case of extreme
data scarcity. Indeed, for the earlier reconstruction period, only 7 out of 23
records have weights with values above 0.5. Therefore, the CRO algorithm
only assigns high values to a few locations, stressing the need for exploit-
ing the information of the full network, particularly when gaps are present.
The spatial distribution of weights in the 1836-2004 CE period is preserved
for different months of the year, with higher values for latitudes in-between
30◦N and 50◦N. However, the pattern of weights changes from one month
to another for 1750-1835 CE (Fig. 5.2c and d), indicating that a one-fits-all
pattern of monthly weights can be challenging when there are extensive un-
sampled areas. It is difficult to determine whether this seasonal cycle stems
from climatological aspects that are not evidenced in larger networks or from
peculiarities of the limited network of 1750-1835 CE.

Recall that weights apply to an incomplete network of observations, and
hence low weights can be caused by poor instrument calibration, reduced
data availability of records (especially in key areas such as the North At-
lantic Ocean), an overall weak predictive skill, or redundant information
with respect to that provided by the remaining records. Therefore, infer-
ences of physical links among stations (or between local records and the
large-scale flow) based on the detailed distribution of local weights within
the network can be misleading and should be interpreted with caution. Note
also that although changes in data availability were taken into account in the
optimization process, weights are time invariant during each reconstructed
period (except for the annual cycle). Strictly speaking, weights are expected
to change with time, following the configuration of the observing network
at any time, and ideally, they should be optimized for each month of the
1750-2004 CE period. However, that approach would be computationally
challenging and is not expected to cause large differences in the optimized
weights for relatively small changes in the distribution of records, partic-
ularly if the number of observations is large. The pronounced changes in
the coverage of observations for the earlier reconstruction period leave large
un-sampled areas (e.g., the northern part of the North Atlantic and the east
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coast of North America) as compared to 1836-2004 CE, justifying a separated
optimization.
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Figure 5.3: As Fig. 5.2 but for the 20CRv3 reanalysis experiment of the
CRO-AM reconstruction. Monthly weights for (a) January and (b) June
obtained with a perfect (noise free) network of SLP pseudo-observations for
the period 1919-2004 CE taken from the 20CRv3 reanalysis with the same
gaps as the real observations for the period 1750-1835 CE.

To further test the robustness of our results, we also performed a CRO-
AM reconstruction of the 1919-2004 CE SLP fields of the 20CRv3 reanaly-
sis by replacing the observations with the closest reanalysis grid point series
and imposing the same spatio-temporal availability as in 1750-1835 CE. Grid
point series are not perturbed so that they represent perfect local predictors
(SNR = ∞) of the 20CRv3 ground truth. This subset is also less affected by
artifacts (e.g. the mismatch of the spatial scales resolved by the reanalysis
and the station-based observations) and is more physically consistent with
the large-scale field targeted by the reconstruction. The resulting weights are
similar to those found for the observations (Fig. 5.3), stressing the coherence
of the station-based and reanalysis grid point series. As the SNR is higher
in the reanalysis experiment, the overall agreement also suggests a limited
influence of local observational errors on the distribution of weights of the
observing network.

Moreover, to verify that the results of the optimization are robust with
respect to the datasets employed, a model-based sensitivity experiment was
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performed with historical and past1000 simulations from CMIP6-PMIP4
(Eyring et al., 2016; Jungclaus et al., 2017). Both simulations are fully-
forced with standard forcing data sets following the specifications included
in the input4MIPs documentation (http://goo.gl/r8up31). As the optimiza-
tion process is time-consuming, a multi-model ensemble was not affordable.
Therefore, we used the MRI-ESM2-0 model (Yukimoto et al., 2019), whose
spatial resolution (1◦) is similar to that of the 20CRv3. Model outputs were
also regridded using a bilinear interpolation method to match the resolution
of the reanalysis (i.e., grid points at the same latitudes and longitudes). As
described in Subsection 2.2.2, we selected the SLP series from 1750 to 1835
of the model grid points that contain the observed records to create pseudo-
observations mimicking the characteristics of the observing network (which
has the same spatial distribution because of the regridding), and used them
to reconstruct the simulated SLP fields of the model. A similar spatial pat-
tern of weights for this model experiment is also found, indicating that the
optimization is little affected by the specific realization of internal variability.
The model experiment also suggests that model biases in the climatology or
fingerprints of external forcings are either small or play a minor role in the
optimized weights. These results, and the overall model agreement with the
observed distribution of weights for 1750-1835 CE lend support to the ap-
proach adopted for inferring the optimized weights of the observing network
for that period.
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5.3 Skill of the optimized networks

Figure 5.4 summarizes the performance of the CRO-AM optimized networks
for 1750-1835 CE and 1836-2004 CE, and compares it to that obtained with
the AM only (without weighting). The skill is quantified with the area-
weighted RMSE of SLP over the North Atlantic, computed with respect to
the corresponding validation period of the 20CRv3 reanalysis employed dur-
ing the optimization process (1919-2004 CE and 1836-2004 CE, respectively).
The optimized network of the 1750-1835 CE period yields area-weighted
RMSE below 4 hPa all year round, almost doubling the RMSE retrieved
with the much denser network of the 1836-2004 CE period. In both cases,
the RMSE displays a pronounced annual cycle with maxima in winter and
minima in summer, as expected from the seasonal changes in variability of
the North Atlantic atmospheric circulation. The optimized networks have
higher skill than their unweighted counterparts for all months of the year.
Indeed, for some months the RMSE of the optimized but sparse network of
1750-1835 CE approaches that of the denser unweighted network of 1835-
2004 CE, and the weighting improvement is half of that obtained from a
4-fold increase in data density. Note that the improved skill is present for
most time-steps of the reconstruction as seen in Fig. 5.5, indicating that the
network optimization performs well regardless of the number and distribu-
tion of observations.

Although optimized and non-optimized reconstructions have significant
correlations (p < 0.05) in both periods (Fig. 5.6) with respect to the tar-
get field (20CRv3), CRO-AM reconstructions perform significantly better
than AM reconstructions for most regions, especially over the North Atlantic
Ocean and the Canadian North Pole, where Pearson correlation coefficients
increase by up to 0.2 above values obtained without optimization (Fig. 5.4a
and b).
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Figure 5.4: Comparison of the SLP reconstruction skill obtained with and
without optimization. (Top panels) Difference of performance (Pearson cor-
relation coefficient with the 20CRv3 reanalysis) between the CRO-AM and
AM SLP reconstructions generated with the observing network of: (a) 1750-
1835 CE; (b) 1836-2004 CE. Crossed regions show non-significant differences
(p>0.05). (c) Monthly mean evolution of the area-weighted root-mean-square
error of the North Atlantic SLP (with respect to 20CRv3) for the CRO-AM
(blue) and AM (orange) reconstruction and the observing network of 1750-
1835 CE (solid) and 1836-2004 CE (dashed). The performance of the 1750-
1835 CE network is evaluated over the 1919-2004 CE period of the reanalysis.

As a matter of fact, the only regions where the reconstruction is not
improved by network weighting are those with a higher density of stations
(e.g., specific areas of Europe). This indicates that the skill of the AM re-
construction is biased towards well sampled regions, and at the expense of
sacrificing its performance over regions with a sparser distribution of ob-
servations. Differently, the optimized networks maximize the reconstruction
skill of the whole study region, reducing the spatial bias induced by the
non-homogeneous and ever-changing distribution of climate observations.
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Figure 5.5: Area-weighted RMSE difference between monthly SLP recon-
structions generated with and without optimization of the observing network.
The area-weighted RMSE of the North Atlantic SLP reconstructions gener-
ated with the observing network of 1750-1835 (1836-2004) CE is calculated
with respect to the 1919-2004 (1836-2004) CE period of the 20CRv3 reanaly-
sis, and shown in the top (bottom) panel. Blue (red) colors indicate that the
optimized reconstruction has lower (higher) RMSE than its non-optimized
counterpart.

This is consistent with findings in Chapter 4 where pseudo-proxy recon-
structions of global temperature fields from reduced sets of representative
locations were improved at the expense of losing skill in over-sampled re-
gions. The optimized reconstruction in the MRI model experiment shows
the same pattern of improvement (note the similarity between Fig. 5.7 and
Fig. 5.4a), confirming that the reduction of biases in under-sampled regions
is a robust feature of the optimized network, and relatively insensitive to
high- and low-frequency changes in the background state. Interestingly, and
despite the large differences in the distribution of weights for the observing
networks of the early and late sub-periods (Fig. 5.2), they bring very simi-
lar patterns of improvement (Fig. 5.4). In particular, some of the largest
increases in skill are observed over the southern half of the North Atlantic
Ocean.
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Figure 5.6: Pearson correlation between SLP target fields and their optimized
and non-optimized reconstructions. Pearson correlation coefficient with the
20CRv3 reanalysis between the CRO-AM (a and b) and AM (c and d) SLP
reconstructions generated with the observing network of: (a and c) 1750-1835
CE; (b and d) 1836-2004 CE. All grid-point correlations are significant for a
95% confidence interval (p<0.05).

Being far enough from major continental areas and the well sampled Eu-
ropean territories to yield skillful reconstructions, this region has often been
disregarded in previous reconstructions. However, regional SLP variations in
this area are of paramount importance for the climate of Europe and North
and Central America by modulating the southern lobe of the NAO in winter
and the intensity and location of the Azores-Bermuda Subtropical High in
summer (Davis et al., 1997; Portis et al., 2001). The following sections focus
on these seasonal aspects of the atmospheric circulation.
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Figure 5.7: As the top panels of Fig. 5.4 but for the SLP pseudo-
reconstructions (1750-1835 CE) of the MRI-ESM2-0 model. Shading shows
the difference in performance (Pearson correlation coefficient with the 1750-
1835 CE targeted SLP field of the MRI-ESM2-0 model) between the SLP
pseudo-reconstructions generated with and without optimization of the
pseudo-observing network (the simulated SLP series at the grid points match-
ing the locations and availability of the observing network for 1750-1835 CE).

5.4 Climate variability and the Azores High

After demonstrating the added value of network weighting for the valida-
tion period of the CRO-AM reconstructions, we generated the SLP field
reconstructions (CRO-SLP, hereafter) of the 1750-2004 CE period with the
observations of the optimized networks for 1750-1835 and 1836-2004 CE.
They yield more than 250 years of high-resolution monthly SLP fields over
the North Atlantic, allowing us to study the major components of the North
Atlantic atmospheric circulation that govern the climate conditions of its
surroundings (i.e., Europe, Greenland, and the east coast of North Amer-
ica). Such is the case of the winter NAO (Hurrell and Deser, 2010) and the
East Atlantic (EA) pattern (Barnston and Livezey, 1987; Mellado-Cano et
al., 2019), the first and second leading modes of climate variability over the
region. By using the CRO-SLP reconstruction from 1751 to 2004 CE, and
the 20CRv3 reanalysis from 1836 to 2014, we derived the winter (DJF) in-
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dices of the NAO and EA for both datasets, defined as the first and second
PC (Principal Components) of standardized SLP fields over [95◦W - 50◦E]
and [20 - 73]◦N. While the first EOF (Empirical Orthogonal Function) (asso-
ciated with the winter NAO) explains 49% of the total variance, the second
EOF (associated with the EA pattern) represents the 19.5%.

The same process was employed to generate the EA index from the sea-
sonal SLP 5◦×5◦ reconstruction of Küttel et al. (2010), which is provided for
1750-1886 CE and as an extension of the HadSLP2 (Allan and Ansell, 2006).
Deriving a PC-based NAO index in Küttel et al. (2010) was hampered by
its limited spatial coverage (the reconstruction stops at 40◦W), and hence
it was better obtained as the standardized SLP difference between Azores
and Iceland, these regions being defined as the mean of the four closest grid
points on the 5◦ × 5◦ grid (Luterbacher et al., 2001). Our indices have also
been compared against other NAO and EA instrumental-based indices (see
Table 5.1) from previous studies (Jones et al., 1997; Luterbacher et al., 2001;
Comas-Bru and Hernández, 2018), obtaining statistically significant correla-
tions (p < 0.05) with all of them, as shown in Table 5.2.

Overall, the correlations are significantly higher for the NAO than for the
EA index, arguably due to the degraded skill of the CRO-SLP reconstruc-
tion over Europe further back in time. This would affect the node of the EA
index as well as the European node in the dipolar definitions of the EA. Note
that, despite the diversity of data and methodologies employed in the defi-
nition of these indices, in all cases the CRO-SLP NAO and EA indices yield
higher correlations than their counterparts obtained from the reconstruction
of Küttel et al. (2010) that used wind records from ship logbooks over the
ocean, in addition to many of the land-based observations. Although the
comparison across indices must be taken with caution, and higher correla-
tions do not necessarily involve better reconstructions, these results suggest
that optimized networks of land-based observations might eventually outper-
form non-optimized networks including land and ocean records.
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Table 5.1: Definition of NAO and EA indices. Time series have been obtained
from the sources indicated below (when provided) or calculated from the
spatially resolved fields as detailed in the second column. All indices have
been re-standardized with respect to 1951-2000 CE.

Index Definition Period

NAO
Jones et al. (1997) Normalized pressure difference between

Azores and Iceland
1825-2014

Luterbacher et al. (2001) Standardized SLP difference between
Azores and Iceland, each region defined as
the mean of 4 grid points on a 5o x 5o grid

1750-2001

Küttel et al. (2010) Standardized SLP difference between
Azores and Iceland, each region defined the
mean of 4 grid points on a 5o x 5o grid

1750-2004

Hurrell and Deser (2010) First principal component of standardized
SLP anomalies (20o-80oN, 90oW-40oE)

1899-2019

EA
Küttel et al. (2010) Second principal component of standard-

ized SLP anomalies (20o-70oN, 40oW-50oE)
1750-2004

Comas-Bru and Hernández (2018) Composite of EA series generated from his-
torical records at Bergen Florida and Valen-
tia, and five reanalyses

1852-2014

As the CRO-SLP reconstruction brings the largest improvement over the
AH pressure system, we performed a more detailed assessment of this sub-
tropical high for 1750-2004 CE. In CRO-SLP (Fig. 5.8a, b), the AH is readily
identified from the seasonally averaged SLP fields of all winters and summers
of the 1751-2004 CE period. Spatial patterns of the AH show significant sea-
sonal differences, exhibiting a wider high pressure center across the Atlantic
for summer, and a weaker system for winter as described in previous findings
(Davis et al., 1997; Wanner et al., 1997; Portis et al., 2001; Küttel et al.,
2010). The 1750-2004 CE evolution of the seasonal AH is depicted in Fig.
5.8c and d. Its intensity has been defined as the maximum 5◦ × 5◦ mean
SLP within the [20 - 55]◦N and [10 - 70]◦W domain. These criteria were cho-
sen to facilitate the identification of the AH center and avoid misdetections,
but the results are relatively robust to small changes in the selected domain.
There are seasonal differences in the interannual evolution of the AH pressure
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Table 5.2: Pearson correlation coefficients of winter NAO and EA indices.
Correlations have been calculated for the overlapping interval of each pair
of indices within the 1751-1886 CE period (to avoid chucks in some of the
series that were filled or extended with observations from other datasets).
Coefficients in bold are statistically significant at the 95% confidence interval.
Information about the NAO and EA indices can be found in Table 5.1. All
indices are standardized with respect to 1951-2000 CE.

CRO-SLP Küttel et al. (2010)

NAO
Jones et al. (1997)
(1825-1886)

0.92 0.77

Luterbacher et al. (2001)
(1751 - 1886)

0.75 0.60

EA
Comas-Bru and Hernández (2018)
(1852-1886)

0.73 0.28

system, with summers yielding quite stable pressures around 1024 hPa, and
winters displaying larger variability on interannual and longer time scales,
including a long-term trend towards the end of the analyzed period.

To place this trend in the context of the last 250 years, we have computed
trends of the winter AH intensity for running windows of 50 years from 1751
to 2004 CE (Fig. 5.9) with CRO-SLP, from 1837 to 2013 CE with 20CRv3,
and from 1899 to 2019 CE with NCAR SLP (Hurrell et al., 2020). In win-
ter, decadal trends are comparatively smaller and show no large variations
from 1751 to 1900 CE, being followed by an increase during the mid-1920s,
a decrease during the 1940s, and a sharp increase during the 1960s onwards,
in agreement with Davis et al. (1997) and Hasanean (2004). The last change
is concurrent with the prominent positive trend of the winter NAO from
the 1960s to the 1990s (Pinto and Raible, 2012). Associated impacts of the
recent AH strengthening have already been reported (Falarz, 2019). The
CRO-SLP captures this trend and further reveals that it is unprecedented
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since 1750 CE, with the last 50 years exhibiting the largest intensification of
the winter AH pressure system (0.55±0.19 hPa/10y in 2002) of the last two
and half centuries. In contrast, a recent intensification of the AH center is
not observed during summer, although some studies using stream function
as a diagnostic have reported a strengthening and westward movement of its
western ridge over North America (Li et al., 2012).
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Figure 5.8: SLP variability over the Azores High region from 1750 to 2004
CE. Climatological (1750-2004 CE) mean SLP (shading, in hPa) obtained
with the optimized reconstruction for: (a) winter (DJF) and (b) summer
(JJA). Seasonal mean time series (1750-2004 CE) of the intensity of the (c)
winter and (d) summer Azores High (blue lines, in hPa). Shading shows the
uncertainty range calculated as two standard deviations over the 5◦×5◦ area
where the maximum of SLP is located. Dashed lines illustrate the Azores
High intensity for the HadSLP2 for the 1850-2004 CE period.
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Figure 5.9: Decadal SLP trends of the Azores High pressure center intensity.
Decadal linear trends of the (a) winter and (b) summer SLP (blue line, in
hPa per decade) obtained from the CRO-SLP reconstruction (blue line), the
20CRv3 reanalysis (red line), and the NCAR SLP dataset (dashed line), over
the Azores High center for 50-year running windows from 1750 to 2019 CE.
Blue shading illustrates the uncertainty range of CRO-SLP as two standard
deviations with respect to the mean.

The most striking feature of the long-term evolution of the summer AH
is an overall intensification since the second half of the 18th century and
during most of the 19th century (Fig. 5.8d and 5.9b). However, this trend
coincides with the period of largest uncertainties, and hence the overall AH
weakening towards the beginning of the analyzed period may result from
limitations of the observing network (e.g., analogue fields poorly constrained
by the scarcity of observations). Moreover, we have also assessed the contri-
bution of AH variations to the historical evolution of the NAO. To do so, the
NAO index was decomposed as the standardized sum of its AH and IL com-
ponents. They have been obtained separately as the projection of the winter
SLP anomalies onto the grid points where the NAO pattern was strictly pos-
itive (AH) and negative (IL), respectively. The first EOFs associated with
both projections describe the 55.4% of the total variance over the AH region
and the 49.7% over the IL region.
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The sum of these AH and IL indices has a correlation (R2) of 0.99 and
a RMSE of 0.11 with respect to the original CRO-SLP NAO index used
in Table 5.2 for the 1751-2004 CE period. This linear behavior allows us
to quantify the AH and IL contributions to the NAO of each winter, and
discern the dominant component through the 1750-2004 CE period. The
leading contributor is easily identified from the absolute values of the AH
and IL indices. Fig. 5.10a shows the time series of |AH| minus |IL|, being
this difference negative if the IL was predominant for a certain year and
positive if the AH was the dominant one. Although AH and IL indices are
strongly anti-correlated, there are few years with almost equal contributions
to the NAO (e.g., |AH| - |IL| ∈ (-0.1, 0.1) for 6.7% of winters during the
1751-2004 time period). Although AH and IL dominant years tend to al-
ternate without a clear pattern of long-term trends, the time series displays
some low-frequency variability, with e.g. the AH (IL) dominating the NAO
over the second half of the 18th century (the first half of the 19th century),
which does not translate into concurrent variations in the sign of the NAO
index (Fig. A.3). Some of these periods are more evident at the beginning
of the series, and may be affected by larger uncertainties of the CRO-SLP
reconstruction at that time (Fig. 5.8).

Overall, Fig. 5.10a illustrates that differences in the reconstruction skill
of the AH and IL would cause time-varying uncertainties with an impact on
the magnitude and even the sign of the NAO (note that 45% of the winters
have absolute differences larger than 0.5 standard deviations). To further
address this issue, we have calculated the spread of the historical NAO time
series across the different NAO indices defined in Table 5.1 (the PC-based
NAO from the 20CRv3 reanalysis has also been included). The analysis has
been restricted to 1900-2004 CE, since the number of available indices de-
creases backwards. Interestingly, the evolution of the NAO spread from 1900
to 2004 CE tends to follow that of the |AH| - |IL| difference in AH dominant
years (|AH| - |IL|>0), indicating that the more dominant the AH was with
respect to the IL, the higher the differences between NAO reconstructions.
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Figure 5.10: Contribution of the Azores High and Iceland Low to the winter
NAO. (a) Time series (1751-2004 CE) of the winter |AH|-|IL| index, denot-
ing the unbalanced contribution of the Azores High and Iceland Low anoma-
lies to the winter NAO. Positive (orange) and negative (blue) values show
winters with a leading influence of the Azores High and Iceland Low, re-
spectively. The red line represents the spread (standard deviation) of NAO
indices for each winter of the 1900-2004 CE period, calculated from a suite of
instrumental-based NAO indices standardized with respect to 1951-2000 CE
(Table 5.1). (b) Scatter plot (1850-2004 CE) of the spread of NAO indices
for winters dominated by the Iceland Low (blue section) and the Azores High
(orange section). Dashed lines represent separate linear regressions for each
dominant component. Grey shading shows the 95% confidence interval of the
linear fits. All series have been standardized with respect to the 1951-2000
CE baseline.

Indeed, the Pearson correlation coefficient between the NAO spread and |AH|
- |IL| series is 0.24, but increases to 0.36 (p<0.01) for AH dominant years.
This is better illustrated in Fig. 5.10b where there is a positive trend in
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NAO spread for AH dominant years, and no significant correlation for IL
dominant periods. Accordingly, NAO indices tend to show better agreement
in years dominated by the IL and higher discrepancies for years when the
NAO was largely determined by AH anomalies. Part of the NAO spread
is expected to arise from differences in the NAO definition. However, we
still find significant correlations when one NAO index is dropped from the
spread, with a minimum correlation of 0.21 if the 20CRv3 is not included
and a maximum correlation of 0.42 if Jones et al. (1997) is not considered
(see Table B.2). Therefore, uncertainties in the AH represent an important
source of disagreement for instrumental NAO series. As these NAO indices
are obtained from station-based observations or instrumental SLP fields, the
result points to different levels of performance in these datasets to capture
the winter AH pressure system. This stresses the added value of the CRO-
SLP reconstruction, which brings a significant increase in the SLP skill over
the AH region (Fig. 5.2), and of optimization as a way to overcome potential
shortcomings affecting instrumental datasets.

In summer, the AH becomes detached from the summer NAO and in-
creases its areal extent and intensity. Although interannual changes in inten-
sity are relatively small (Fig. 5.8d), variations in location or extension can
be pronounced and affect the climate conditions of the surrounding continen-
tal regions in subtropical and mid latitudes. Thanks to the high resolution
of CRO-SLP (Iles et al., 2020), it has been possible to trace the AH center
from 1750 to 2004 CE, defined as the central location of the 5◦×5◦ box with
maximum averaged SLP, among those within the [20 - 55]◦N and [10 - 70]◦W
domain. The results indicate that the center of action has not experienced
long-term changes, being usually situated within [34 - 39]◦N and [26 - 39]◦W.
Despite the relatively stable locations of the summer AH over the 250 years,
we found some pronounced excursions. The largest one corresponds to an
extreme shift towards the north-east (43◦N and 18◦W) in summer of 1783
CE (Fig. 5.11).
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Figure 5.11: Azores High shift in the extremely warm summer of 1783 CE.
(a) Summer mean SLP (shading, in hPa) for 1783 CE obtained from the
optimized reconstruction. (b) Summer mean temperature anomalies (in oC,
with respect to 1500-2002 CE) for 1783 CE. Black diamonds with error bars
show the climatological (1750-2002 CE) location (mean and two standard
deviations) of the Azores High center. Green crosses represent the center of
the Azores High for the summer of 1783 CE.

This year is remembered by the great dry fog in Europe (Stothers, 1996;
Thordarson and Self, 2003; Schmidt et al., 2012) after the Laki eruption
(Iceland) in June, and the ∼3oC cooling during the following winters. In
contrast, reconstructed temperatures (Luterbacher et al., 2004) for the sum-
mer of 1783 CE show an European-mean warming of∼3◦C, being particularly
pronounced in western Europe. Previous studies have already acknowledged
the difficulty of GCMs to reproduce such warming event as a fast response
to the volcanic forcing (Zambri et al., 2019), and have rather associated this
extreme summer to persistent atmospheric blocking conditions, more likely
caused by internal variability. Our results only partially support this hy-
pothesis. While blocking events often cause extremely warm conditions in
Europe (Barriopedro et al., 2011), they typically occur in northern latitudes
of the continent and are rarely accompanied by anomalies in the summer
AH such as those revealed by the CRO-SLP reconstruction. The latter are
more typically associated with meridional excursions of subtropical air masses
towards western Europe, which can cause simultaneous extreme conditions
over a large range of latitudes (e.g., Sousa et al. (2018, 2019); the 2003 mega-
heatwave, or the more recent 2019 European heatwave). Consistently, Fig.
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5.11a shows how the AH pattern obtained from CRO-SLP was abnormally
elongated towards the north-east during that summer, resulting on higher-
than-normal SLP values over western Europe that are in good agreement
with the warming inferred from independent temperature reconstructions.
The meridional excursion of the summer AH is among the largest ones in our
250 year-long record, which could explain why extreme temperatures reached
unusual poleward latitudes, exceeding the record-breaking values of the 2019
warm air intrusion reported so far (Sousa et al., 2019).

a)

-3

-2

-1

0

1

2

3

Se
a 

Le
ve

l P
re

ss
ur

e 
an

om
al

y 
(h

Pa
)

b)

-1.00

-0.75

-0.50

-0.25

0.00

0.25

0.50

0.75

1.00

Te
m

pe
ra

tu
re

 a
no

m
al

y 
(

C
)

Figure 5.12: SLP and temperature difference between the top ten north-
easternmost minus top ten southwesternmost summer AH centers from 1750
to 2002 CE. (a) Summer mean SLP difference obtained from CRO-SLP. (b)
Summer mean temperature anomalies (in oC, with respect to 1500-2002 CE).
White dots show the location of the Azores High center. Red (blue) diamonds
represent the center of the Azores High for the top ten northeasternmost
(southwesternmost) summers.

Similar patterns are obtained when comparing mean SLP and tempera-
ture fields from summers with AH centers situated at the top ten northeast-
ernmost vs southwesternmost locations for the 1750-2002 CE period (Fig.
5.12), confirming the general increase in European temperatures (especially
in Northern Europe) associated with displacements of this high pressure sys-
tem. Future projections also indicate an intensification, poleward shift and
expansion of the summer AH, particularly towards the north-west and sec-
ondarily the north-east (He et al., 2017; Cherchi et al., 2018). Although
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significant trends in the latter are not detected yet, Figs. 5.11 and 5.12 may
represent an example of European summers that are still to come.

Keynotes

These are the most important findings of Chapter 5:

• Evolutionary algorithms maximize the reconstruction skill of SLP fields
over the study region.

• General improvement in reconstructions are at the expense of sacri-
ficing skill at over-sampled locations which is compensated by larger
improvements over representative regions.

• The reconstruction of SLP over the North Atlantic allows to study the
NAO and its associated action centers.

• There is a positive winter AH intensity trend above 0.5 hPa per decade
during the second half of the 20th century.

• Differences in reconstructions of the NAO are partially explained by
disparities on the reconstruction of the AH.

• Displacements of the AH center towards the north-east caused extreme
warming events in Western Europe during the summer of 1783 CE.





Chapter 6

Clustering incomplete
climatological time series

6.1 Background

Marked variations in regional climate patterns arise as a response to persis-
tent changes of the climate system. Identifying these patterns is therefore
fundamental for a better understanding of past climate changes at local and
regional scales. Thus, with increasing computational power, the number
of classification methodologies providing robust characterizations of regional
climates has quickly escalated in the climate community, becoming a com-
mon tool for the study of past climatic patterns (Abatzoglou et al., 2009;
Perdinan and Winkler, 2015; Horton et al., 2015). This chapter is therefore
intended to validate the k-gaps algorithm, a novel technique to obtain robust
clusterings from sample-starved datasets using all the information contained
in their records. k-Gaps has already been described in Section 3.3 and the
next sections will show some of its potential uses in the study of past climate
events.
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6.2 Ideal case with complete information

To obtain the “ideal” case scenario where complete data are available for re-
gionalization, two k-means clusterings have been performed (Fig. 6.1) using
the EObs gridded dataset of daily temperatures described in Section 2.1.2
. Thus, absolute temperatures have been used to provide the clusterization
of areas with similar temperature means (k-gaps basic mode), whereas stan-
dardized temperatures have been employed for the clustering of records with
correlated variability (the normalization mode).

a)                                                                    b)

Figure 6.1: K-means clusterization of the E-Obs grid of daily summer temper-
atures since 1950 to 2016 (k-means[EObs]) using absolute (a) and standardized
(b) temperatures.

Note that, while the former (Fig. 6.1a) associates Northern regions with
high altitude locations such as the Alps (Rubel et al., 2017) (as expected
due to their similar lower mean temperatures), the latter (Fig. 6.1b) yields
coherent patterns in terms of regional climate variability. Interestingly, the
regionalization of Fig. 6.1a has certain similarities with the Köppen-Geiger
classification (Köppen, 1884), especially in the aforementioned association of
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high altitude temperatures with northernmost climates. However, it is not
possible to directly compare against these Köppen-Geiger climate classifica-
tions because their classification system also takes into account precipitation
patterns that are beyond the scope of this study. The regions obtained using
k-means with the entire grid of European temperatures (k-means[EObs], here-
after) will be assigned as target to test the skill of k-gaps and other clustering
techniques by comparison. The closer the regionalization to k-mean[EObs] re-
gions, the higher the skill of the method.

6.3 Experiment setting

To assess the robustness of different clustering methods, synthetic datasets
are generated from the complete E-Obs temperature grid using three main
parameters: the number of synthetic records (i.e. datasets have different
number of time series), their spatial distribution (i.e. temperatures are ex-
tracted from different locations for each dataset), and their time length (i.e.
missing information is different for each dataset). These parameters can be
interrelated since sampling networks and measuring campaigns have usually
been conducted by organizations at regional scales. So most sampling collec-
tions are regionally related in time, leading to changes in the spatial coverage
of the zone at different time periods. Synthetic data are therefore generated
using Gaussian models (Fig. 6.2) that imitate the distribution and time in-
tervals of real measuring campaigns. These models are spatially conformed
by marked centers where there is a higher concentration of records, and a
sparser coverage of their surroundings. On the other hand, different tempo-
ral lengths for synthetic time series are obtained by randomly altering the
start and end times (Inset of Fig. 6.2) of complete temporal records from
the E-Obs temperature dataset.
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Figure 6.2: General representation of the spatial distribution of a Gaussian
model (blue shade) employed to generate sample-starved datasets (with in-
complete temperature series) where “×" demarcates the center. Darker blues
indicate a higher concentration of time series, whereas lighter blues depict
fewer time series. Inset: Time lengths of synthetic series generated with
random variations of predefined initial (tini) and final (tend) days.

Hence, 500 synthetic datasets of temperature records were generated to
assess the performance of k-gaps, combining 20 Gaussian models with dif-
ferent centers, distributions, and time periods. Each one of them presents
less than 1100 time series, containing from 55% to 90% of missing values
within their chronologies (Fig. 6.3). These reduced number of records and
data missing level are similar to real historical (Küttel et al., 2010) and pa-
leoclimate (Emile-Geay et al., 2017) databases, and will serve as a test bed
to validate the method for future studies.
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Figure 6.3: Distributions of the number of time series per dataset (left) and
level of missing values related to the temporal length of the records (right)
associated with 500 synthetic datasets.

For example, Fig. 6.4 illustrates one of these case studies. It is composed
of 815 time series with a higher density of temperature records over Cen-
tral Europe, while large territories of Southern Europe such as Italy, Spain
and Portugal remain almost uncovered. Moreover, the number of available
records is not constant and decreases back in time since 1980, restricting the
information of past temperature changes. These features are different for
each synthetic dataset and, therefore, provide a good framework to assess
the robustness of clustering algorithms.
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Figure 6.4: Temporal (a) and spatial (b) distribution of a sample study
composed of 20 Gaussian models centered at different points in Europe.
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6.4 Performance assessment

To assess the k-gaps performance, a statistical analysis has been carried out
using the adjusted Rand Index (de Vargas and Bedregal, 2013), a metric
that is used in data analysis to assess the similarity between clusterings.
The index is constructed to detect whether two clusters obtained from dif-
ferent methods have the same associated time series, indicating how much
those cluster look alike. In this sense, it can be seen as an accuracy measure,
as well as a comparison test for clustering methods. In our case, the Rand
Index was employed to compare the k-gaps results with the ideally perfect
k-means[EObs] clustering. The index ranges from 0 to 1, where a value of 0
means that all data points correspond to completely different clusters and
value of 1 would indicate that both clusterings are the same.

The performance of k-gaps has been compared with two other cluster-
ing techniques: the k-POD algorithm (Chi et al., 2016), and the k-means
algorithm (from now onwards k-means[rs], where rs stands for “reduced set”,
indicating that it is only applied over a few time series, in contraposition with
k-means[EObs] which uses the entire grid of temperatures). Note that, whereas
k-gaps and k-POD clusterize incomplete time series (i.e. series with differ-
ent temporal lengths that lead to gaps of missing information for some time
intervals), k-means[rs] clusterized the same 500 datasets but with complete
records (i.e. series covering the entire time period since 1950 CE). Thus, the
comparison of k-gaps and k-POD with k-means[rs] provides information about
the skill of these techniques to reproduce robust spatial patterns with frag-
mentary temporal data. Table 6.1 shows the adjusted Rand-Index means and
standard deviations associated with these three methods for both modes. k-
Gaps exhibited good results for most datasets with index values close enough
to k-means[rs]’s indices, outperforming the skill of k-POD to cluster uneven
time series.
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Table 6.1: Adjusted Rand-Index means of 500 synthetic case studies within
95% confidence interval for three clustering techniques.

Mode k-POD k-gaps k-means[rs]

Basic 0.12±0.09 0.47±0.17 0.56±0.18
Normalized 0.13±0.11 0.54±0.24 0.61±0.19

k-Gaps clusterings obtained higher Rand-indices than k-POD counter-
parts for all synthetic datasets. Moreover, all clustering techniques yielded
higher indices once the time series were normalized, indicating that these
methods achieve better skill when records are clusterized in terms of their
climate variability. Note that the capability to generate robust clusterings
with these methodologies depends on two main factors: the temporal lengths
of the time series, and their respective locations.
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Figure 6.5: Comparison of clustering techniques using adjusted Rand-Index
for absolute (a) and normalized (b) temperatures. The adjusted Rand-Index
is calculated with respect to the clustering obtained by applying k-means to
the complete E-Obs gridded dataset.



106 Chapter 6. Clustering incomplete climatological time series

To see which factor is predominant, let us examine Fig. 6.5, where k-
means[rs] index distributions (blue bars) illustrate the impact of sparse sam-
pling locations on the skill to reproduce perfect clusterings (remember that
k-means[rs] uses time series with the same length whereas k-gaps does not).
In this regard, performance differences between k-gaps (red bars) and k-
means[rs] indices can be explained due to the loss of temporal information
(time series with gaps). As a matter of fact, k-gaps and k-means[rs] perfor-
mances are quite similar (i.e. their Rand Index distributions obtained from
500 synthetic datasets overlap), indicating that clusterings are more sensi-
tive to the distribution of sampling locations rather than to differences in the
temporal length of records. The skill of the method has also been assessed
as a function of the number of records used in the clustering process. Table
6.2 shows Rand indices for 3 different-sized datasets without any clear cor-
respondence between size and performance (for instance, P404 is the biggest
dataset with 875 time series, and its clustering has the worst performance
in the normalized mode), suggesting that the efficiency of k-gaps does not
strongly rely on the number of time series employed.

Table 6.2: Adjusted Rand-Index for k-gaps clusters with 3 synthetic datasets
selected from the pool of 500 datasets described in Subsection 6.3. Note that
each dataset is composed of a different number of time series (N), and each
time series has lost, on average, 80% of the climate information for the period
1950-2016 CE.

Dataset N Missing data (%) Basic Normalized

P191 815 87.9 0.52 0.69
P280 623 87.9 0.38 0.69
P404 875 83.6 0.51 0.38

Note that in these examples, the average amount of missing data per
series is above 80%, and the loss of information (i.e. the distribution of
missing data) is different for each dataset as shown in Fig. 6.6.
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Figure 6.6: Distribution of missing data for each one of the series included
in datasets P191, P280, and P404. Days without temperature values are
depicted in blue, and available daily temperatures are shown in yellow.

This implies that the algorithm is able to cluster time series that are al-
most empty, as long as the entire period of study is covered by the sum of
the different series included in the dataset. It is also shown that different
performances can be obtained for the same dataset depending on the cluster-
ing mode (e.g. dataset P280 in Table 6.2 shows a lower Rand index in Basic
mode than in Normalized mode), which indicates that a robust clustering
with absolute temperature series requires different locations than clusterings
with normalized series. This is consistent with the fact that regions with
similar mean temperatures (i.e. those selected in Basic mode) are not the
same as regions with similar variability (i.e. obtained in Normalized mode),
as shown in Fig. 6.1.
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To visualize the spatial patterns obtained in a regionalization with the k-
gaps algorithm, we have clusterized dataset 191 with an intermediate Rand
Index value (its clustering performance in terms of Rand Index is repre-
sentative of what can be expected from the clustering of the 500 synthetic
datasets). Fig. 6.7 displays the resulting clusterings of these series of tem-
perature together with their locations. Note that to facilitate the comparison
with Fig. 6.1, once P191 has been clusterized, we have interpolated the clus-
tering in the remaining grid points where temperatures are not available by
using the k-nearest neighbours algorithm (Cover and Hart, 1967). The ad-
justed Rand indices for basic and normalization modes are 0.52 and 0.69,
respectively. These values indicate that kgaps has similar performance than
k-means (which needs complete temporal information) using sample-starved
climate datasets with different temporal lengths.

a) b)

Figure 6.7: K-gaps clusterization of a study case with 815 time series (black
dots), for Basic (a) and Normalization (b) modes.
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On the other hand, lower Rand indices are related to irregular spatial dis-
tributions, where small regions are well characterized by a disproportionated
number of climate records, while large extensions of land remain unsampled.
Such is the case of dataset P404, chosen as a clustering with low Rand Index
(0.38 for normalization mode as seen in Table 6.2), and whose regionalization
using the normalization mode is depicted in Fig. 6.8. In this case, the dif-
ference between the number of time series in Central Europe and Southern
Europe has altered the formation of clusters by associating regions in the
Iberian Peninsula with the big aggregation of temperature records in France
as seen in Fig. 6.8 (black dots depict the spatial distribution of dataset
P404). At the same time, the concentration of points in Ireland produces a
new cluster for the British Isles which is not present in k-means[EObs]. This
indicates that special attention should be paid to disparities in the coverage
of the territory because they play an important role in the final structure
of the clustering, and an uneven distribution of time series can debase the
analysis of regional climates.

Figure 6.8: K-gaps clusterization for P404 in Table 6.2 using the normaliza-
tion mode. The dataset is composed of 875 time series (black dots) unevenly
distributed over Europe.
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However, while non-homogeneous distributions force the splitting and
merging of some clusters, some of the spatial patterns from Fig. 6.1 can be
identified, proving that realistic information about temperature variability
can still be extracted from low quality datasets such as P404.

6.5 Applications on climate studies

The full potential of k-gaps is evidenced in Fig. 6.7 where the resulting
spatial patterns for both modes exhibit important similarities with those ob-
tained for k-means[EObs] (Fig. 6.1). This is quite remarkable, because k-gaps
is applied over incomplete datasets (i.e. time series with gaps unevenly dis-
tributed over Europe) whose size in terms of number of time series is 21
times smaller than the homogeneous grid of temperatures which has com-
plete temperature information for the entire time period (no gaps) in all grid
points (complete spatial coverage). It is also noteworthy to mention that al-
though synthetic records are sparsely distributed across Europe, clusters are
defined for almost the same regions as for the gridded dataset, confirming
the robustness of the spatial clustering. For instance, spatial patterns over
Iberia and the United Kingdom are well reconstructed with the method even
when there is a lack of sampling records (black dots in Fig. 6.7 represent
the locations with temperature series) in the southern part of their territory.
This suggests that only a few number of locations are necessary to reproduce
most of the climatology within these areas.

Furthermore, k-gaps cluster analyses provide a useful framework for the
study of past climate trends and the detection of extreme events at regional
scales. In the first case, centroids obtained from k-gaps are time series ranging
the entire study period whose variations represent changes in the tempera-
ture of climatically different regions. Therefore, the linear regression of these
centroids can be utilized to estimate regional temperature trends for periods
beyond the scope of complete datasets that have been truncated using homo-
geneization procedures. For instance, the distribution of temperature trends
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obtained from clusterings of 500 synthetic datasets is shown Fig. 6.9. Trend
differences between k-means[EObs] and k-gaps are below 0.03 ◦C/year for 75%
of our synthetic datasets, indicating that although there could be small biases
induced by the irregular distribution of uneven (and scarce) time series, the
temperature trends obtained from k-gaps centroids are similar to those ob-
tained from the clustering of complete gridded datasets (i.e. k-gaps centroids
obtained with fragmentary information have similar trends as centroids gen-
erated with k-means[EObs]). Therefore, these k-gaps centroids can be used to
study changes in past temperature trends from incomplete datasets.
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Figure 6.9: Histogram of trend errors estimated from differences between k-
gaps centroids and ideal centroids retrieved from k-means[EObs]. Temperature
trends have been calculated for 500 synthetic datasets.
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On the other hand, as the normalization mode of k-gaps associates time
series with similar climate variability, it is possible to detect extreme events
in regions where those time series are located. Take for instance series of
temperature observations, applying the k-gaps algorithm in normalization
mode will allow us to discern regions (delimited by the k-gaps clusters) where
temperature anomalies were significantly higher (or lower) with respect to
the climatology. This methodology can therefore be used to study when and
where extreme temperature events such as heatwaves (or cold spells) took
place.
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Figure 6.10: Probability of detecting a heatwave within clusters obtained
using k-gaps (in normalization mode for 500 synthetic datasets) as a function
of the number of time series associated with each cluster. The colorbar
represents the number of clusters (regions).
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Following Demuzere et al. (2011), we identified a heatwave in a cluster
when at least 95% of the time series associated with that cluster reached
values above the 95th percentile of temperatures on record. We can there-
fore assess the probability of detecting heatwaves using k-gaps clusterings
by comparing extreme temperature events detected with the 500 synthetic
datasets (i.e. datasets with incomplete series and fragmentary information)
against extreme events ideally detected with k-means using the complete
E-Obs grid of temperatures (i.e. a dataset with complete spatio-temporal
information). Note that the probability of detecting extreme temperatures
is higher for clusters composed of an elevated number of time series, however
Fig. 6.10 shows that the probability of detecting a heatwave using k-gaps
clusterings is high enough even when the number of temperature series per
day is reduced down to a few tens. For example, clusters with only 20 time
series have, on average, between 60% and 80% chance of detecting temper-
ature extremes (remember that we obtain these values by comparison with
the extreme events detected using k-means[EObs] clusters). This probability
increases above 90% for clusters with at least 30 time series, indicating that
the detection of extremes events within regions with similar climate variabil-
ity defined by the k-gaps algorithm is possible with sets of just a few time
series per cluster.
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Keynotes

These are the most important findings of Chapter 6:

• k-Gaps is a new clustering technique for climatological regionalizations.

• It does not require complete timeseries.

• It is able to use the full length of records without the need of filling the
gaps.

• It reproduces similar patterns as clusterings obtained with complete
time-series.

• Regional trends can be estimated from centroids of k-gaps that span for
longer time periods than centroids calculated using classical clustering
methods.

• Extreme events can be regionally detected from the clustering of nor-
malized time-series.



Chapter 7

Conclusions and outlook

The use of AI is growing in climate sciences, but applications have mainly
focused on big data, in order to synthesize and extract information from mas-
sive datasets where data availability is not an issue. Here we have shown that
AI procedures such as evolutionary algorithms and clustering techniques can
also be useful in equally important Earth science areas, where the opposite
problem of data scarcity is a major limiting factor (e.g. paleoclimatology).
Perhaps paradoxically, limited data availability also requires solving high
dimensional and non-linear problems, as there is a common optimization
goal of extracting the maximum useful information. By focusing on specific
climate problems (spatially resolved climate field reconstruction or climate
regionalization), we show the potential of these new methodologies to op-
timize the information of incomplete datasets, for a diversity of observing
networks in terms of observables (from perfect temperature pseudo-proxies
to instrumental observations of dynamical fields), temporal resolution (from
annual to daily) and targets (from global to regional). Interestingly, for the
cases analyzed here, we came to the same conclusion that more data is not
always better. Of course, this might not apply to other networks, arguably
those with very few observables or large errors in other sources of uncertainty.
However, our results suggest that even in those cases, some level of improve-
ment can be achieved through optimized rearrangements. If the skill gained
from the optimization is or not substantial will depend on the characteristics
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of the network and the pursued objective, which calls for individual assess-
ments that eventually may require tailored developments of AI procedures
to improve their efficiency, as illustrated through the chapters of this thesis.

In Chapter 4, we coupled different reconstruction methods to an evolu-
tionary algorithm in order to reconstruct global temperature fields simulated
by model ensembles of the last millennium from a pseudo-proxy network with
the same number and distribution of records as in the real world. In doing so,
we have quantified a measurable spatial bias in global temperature
reconstructions due to the non-uniform distribution of currently
available paleoclimate records (Emile-Geay et al., 2017). In our ideal-
ized experiments, the field can be reconstructed from an optimized
selection of pseudo-proxies from the full network without sacrific-
ing the skill of the reconstruction. For all experiments performed, the
skill of the full-proxy reconstruction can be improved by using subsets of
pseudo-proxies strategically situated over representative locations (Jaume-
Santero et al., 2020).

The set of optimal locations highlights the importance of po-
lar regions and major teleconnections areas to reconstruct annual
global temperature patterns. The optimized network also captures the
global responses to major external forcings and modes of internal variabil-
ity. However, while annual temperature fields are well described by
high-latitude records, low frequency fluctuations such as the MCA-
LIA transition are better represented by pseudo-proxies situated
at lower latitudes. As the optimal distribution of records varies with the
spectral frequency of the target field, this advises against pooling together
proxies that resolve different time scales and encourages further research
for weighting records depending on their location and response resolution.
Our results are robust to the reconstruction methodology and the ensemble
member or model employed, and they hold for more realistic pseudo-proxy
experiments and datasets. Still, important assumptions have been made
and all uncertainty sources have not been considered, which calls for caution
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when extrapolating these results to real reconstructions. This was a major
motivation for Chapter 5, where complexity was added to the experiments
by using a network of historical instrumental observations with changes in
data availability.

Further experiments are encouraged in order to account for additional
sources of uncertainty not included in Chapters 4 or 5, such as the non-
univariate dependency of proxy records. Considering all sources of uncer-
tainty would require dedicated but in principle feasible implementations in
the CRO algorithm, potentially bringing changes in the structure of the op-
timized networks reported in Chapter 4. For example, more skillful recon-
structions could be attempted through optimization functions tackling with
the climate signal and response resolution embedded in different paleocli-
mate archives. Our approach also paves the way for determining valuable
regions to carry out future measuring campaigns of proxy records, which can
be elucidated by mapping areas with natural paleoclimate archives that are
under-represented in current proxy networks. Note that, the CRO algorithm
can be very useful to minimize the costs of expensive measuring campaigns
because of its suitability to find the minimum number of representative loca-
tions to set new meteorological stations and/or to sample proxy records. The
algorithm can also be modified to know where it should not be measured,
avoiding regions that might present the right observational conditions but
are not representative for the aimed task.

In Chapter 5 we made the leap to the real world by using station-based ob-
servations of monthly SLP over the North Atlantic from 1750 to 2004 CE. We
found that evolutionary algorithms can also outperform non-optimized recon-
structions of dynamical fields on regional and monthly scales (Luterbacher
et al., 2002; Küttel et al., 2010). Instead of selecting an optimal subset, in
this case we tunned the CRO to derive optimal sets of weights that maximize
the reconstruction skill of the observing network. The optimization process
exploits the information of the full dataset, taking into account changes in
data availability, as well as inconsistencies within the network and with the
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large-scale field caused by other uncertainties. The relationships learnt by the
CRO algorithm are transformed in local weights during the reconstruction of
the large-scale SLP field. The optimized reconstruction improves the
performance of reconstructions generated without optimal weight-
ing over almost the entire region (especially around the North Atlantic
Ocean). Additional reconstruction experiments using reanalysis and model
data with the same constraints in data availability show that the spatial
distribution of weights and the pattern of improvement are robust to the
reference dataset and internal variations of the large-scale field targeted by
the reconstruction. This is in agreement with the pseudo-reconstructions of
Chapter 4, that also demonstrated that the CRO brings similar patterns of
improvement for different reconstruction techniques.

According to our results, changes in spatio-temporal data availability sub-
stantially affect the representativeness of local observations in the network,
therefore arising as an important source of uncertainty in our SLP recon-
structions. This result justified a separate optimization of the observing net-
work for the earlier reconstruction period (1750-1835 CE), which displayed
marked changes in the number and coverage of observations as compared
to the remaining period. Despite major constraints in data availability, the
optimized weights for the earlier period bring a pattern of improvement that
resembles the one achieved by the denser network of the latter period. The
generalized improvement with respect to the non-optimized recon-
struction is reached at the expense of sacrificing some skill in the
better-sampled region of Europe. However, this is overcompen-
sated by comparatively larger improvements over the North At-
lantic Ocean. The loss of skill over continental areas can be admissible
for our reconstruction as well as other reconstructions of dynamical fields
concerned with internal and forced aspects of the large-scale atmospheric
circulation, which typically involve changes in major oceanic action centers.
Additional improvements could be attempted through optimal subsets tai-
lored to the temporal availability of the observing network (i.e. by deriving
weights that have been optimized for each configuration of the observing net-
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work during the reconstruction period).

The CRO-SLP reconstruction provides high-resolution monthly
SLP fields over the North Atlantic for 1750-2004 CE, from which we
derived the longest records of seasonal indices for the main modes
of climate variability of the North Atlantic, such as the NAO or the
EA pattern, and its main action centers, the AH and the IL (albeit
with large uncertainties before the 1830s). In particular, we have focused
on the AH, because it covers the region with the largest improvement in
the CRO-SLP reconstruction, and different to the NAO, there have been
few attempts to reconstruct the AH before the 20th century, likely due to
the scarcity of observations over the southern half of the North Atlantic
Ocean. Despite the lack of long-term trends in the summer AH, it can
experience substantial interannual changes in location/extension that match
with anomalous European conditions inferred from independent temperature
reconstructions and might serve as historical analogues of upcoming summers
under the projected northern shift and expansion of the summer AH (Cherchi
et al., 2018).

Our reconstructions reveal an intensification of the winter AH
during the second half of the 20th century that had no precedents
in at least the last 250 years. The strengthening of the winter AH is
now declining and is timely with the well-reported positive NAO trend of
1960s-1990s. While different causes have been proposed for this NAO trend,
including anthropogenic climate change, several studies show that it is not
exceptional as compared to pre-industrial periods before 1650 CE or sta-
tistically distinguishable from atmosphere-ocean internal variability (Pinto
and Raible, 2012) and references therein). This may also be the case of the
trend in the winter AH, whose changes in intensity have been associated with
North Atlantic sea surface temperature anomalies (Falarz, 2019). Our SLP
reconstruction provides a longer benchmark of pre-industrial conditions to
characterize the low-frequency variability of the AH and explore the causes
of this recent anomalous behaviour.
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We also found that the spread among NAO indices is larger for
winters when the NAO was dominated by the AH. Although part
of these differences may arise from the different definitions of the southern
node of the NAO, they seem to be present across indices that follow the same
methodology. As such, according to our results, current discrepancies in
instrumental NAO indices would stem more from uncertainties in
the AH than in the IL. This points to limitations of current datasets to
capture accurately the historical evolution of the AH, and stresses the need
for improved SLP reconstructions over this region. Here is where the CRO
algorithm can help to find the right locations to set land-based stations of
pressure observations.

On the other hand, in Chapter 6 we have presented a novel cluster-
ing technique for incomplete datasets known as k-gaps (Carro-Calvo
et al., 2020). This algorithm is an iterative technique that allows for the
clustering of heterogeneous datasets using most of the information contained
in incomplete time series (i.e. with at least 55% of the information unavail-
able). The method is fully based on the structure of the well-known k-means
algorithm, but including different procedures in order to adapt the algorithm
to series with gaps and/or different temporal lengths. Thus, the k-gaps al-
gorithm allows to cluster climate fields whose sampling records are
only available for certain time periods (e.g. as it is typically the case
of historical datasets of basic meteorological variables such as temperature,
precipitation, wind or SLP). The results show that this classification algo-
rithm performs well with datasets containing high levels of temporal missing
values. In the case of daily European temperatures, k-gaps exhibited a good
performance with most of the 500 synthetic datasets (with an average of
around 80% of missing data per record) employed for its validation, yield-
ing mean and variability patterns similar to those obtained when traditional
methods (including k-means) are applied to the originally unbiased records
(i.e. complete series). Moreover, consistent climatic clusterings have been
achieved for a reduced availability of climate records even when the number
of time series were 21 times smaller than the original grid of temperatures.
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Therefore, the k-gaps algorithm is well-suited for the analysis of regional cli-
mates from datasets with an uneven distribution of records in both space
and time (e.g. station-based observations with missing values). On the other
hand, additional experiments with synthetic datasets showed no clear corre-
spondence between the number of time series employed in the analysis and
the skill of the clustering, indicating that an adequate spatial distri-
bution of sampling records over the region of interest can be more
important than the size of the dataset. Therefore, and similarly to the
results obtained in Chapters 4 and 5 with the CRO, we came to the conclu-
sion that a dense network is not necessarily better than a subset of
well distributed records.

Furthermore, it has been shown that k-gaps is well suited for the
reconstruction of regional climate trends, and the detection of ex-
treme events at regional scales, as obtained from time series contained
in the clusters. If the clustering is performed in basic mode, the resulting
centroids can provide an estimation of the temperature trends of each clus-
ter, whereas if it is done in normalization mode, time series with correlated
variability are grouped together, allowing for the detection of extreme events
at regional scale. Future applications of the k-gaps algorithm could be ap-
plied to other climatically differentiated regions apart from Europe. Other
experiments can be carried out to test the robustness of the method with
several climate variables such as precipitation and SLP, and other temporal
resolutions (e.g. monthly seasonal, annual, etc). Moreover, although further
research should be carried out to test its performance under records with sig-
nificant amounts of noise, the k-gaps algorithm also paves the way for future
applications on regional analyses of past climate changes based on histor-
ical and paleoclimate archives. Finally, it is also possible to combine the
methodologies developed in Chapters 4 and 5 (CRO algorithm) with k-gaps.
For example, there are cases (e.g. climate extremes) for which increasing
trends may artificially result from increasing data availability. The method
would help to detect more robust trends in regional extremes, which would
be useful for detection and attribution exercises. A shortcoming that could
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be solved with evolutionary algorithms is that k-gaps does not deal with e.g.
temporal changes in data quality, which may also cause spurious trends. Fur-
ther improvements could be achieved by a CRO-based optimized selection of
time series that maximize the relationship with the regional field before the
application of the k-gaps.
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Figure A.1: Sensitivity of the optimization process to area-weighting. (a)
Weights assigned to perfect pseudo-proxies as function of their latitude in two
experiments of the CRO-AM. (b) Latitudinal distribution of optimized sub-
sets of 17 perfect pseudo-proxies from the PAGES-2k network obtained with
area-weighted (orange shading) and unweighted (purple line, CRO-MIN) ver-
sions of CRO-AM.
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Figure A.2: Latitudinal distributions of 17 representative locations obtained
with the CRO-CCA using years from 1850 to 2005 (orange shade) and from
1900 to 2005 as calibration periods.
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Figure A.3: CRO-SLP NAO(red and blue shade) and |AH|-|IL| (black line)
indices from 1751 to 1850 CE. Both series were standardized with respect to
the 1751-1850 CE baseline.





Appendix B

Supplementary Tables

Table B.1: List of accepted observations from SLP-Obs database.

Name Latitude(DD) Longitude (DD) Start (CE) End (CE)
Boston 42.36 -71.03 1840 2004
Toronto 43.70 -79.42 1841 1980
Bermuda 32.32 -64.77 1836 2004
Nashville 36.16 -86.78 1854 1980
Cincinatti 39.90 -84.27 1850 2004
Chicago 41.87 -87.62 1853 1980
St Louis 38.63 -90.20 1854 1980
Havana 23.12 -82.38 1858 2002
Jacksonville 30.33 -81.65 1871 1980
Key West 24.55 -81.75 1850 2004
Charleston 32.78 -79.93 1850 2004
New Orleans 29.59 -90.15 1850 2004
New York 40.73 -73.93 1850 1980
Galveston 29.30 -94.79 1873 1980
Father Point 48.52 -68.47 1874 1980
Montreal 45.51 -73.59 1874 1980
Minneapolis 44.99 -93.26 1865 1980

Continued on next page
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Table B.1 – Continued from previous page

Name Latitude(DD) Longitude (DD) Start (CE) End (CE)
Jacobshavn 69.22 -51.10 1866 1980
Ivigtut 61.21 -48.17 1866 1980
Aberdeen 57.20 -2.22 1855 2004
Akureyri 65.68 -18.08 1873 2004
Archangelsk 64.60 40.50 1850 2004
Armagh 54.40 -6.70 1849 2002
Astrakhan 46.60 48.00 1850 2004
Athens 38.00 23.70 1857 2004
Barcelona 41.20 2.10 1779 2004
Bergen 60.40 5.30 1815 2002
Berlin 52.40 13.10 1850 2004
Bidston 53.40 -3.00 1845 2002
Boothville 29.19 -89.23 1873 2002
Budapest 47.50 19.00 1809 2004
Cadiz 36.50 -6.30 1786 2004
Cairo 30.10 31.40 1856 2003
Copenhague 55.70 12.60 1841 2004
De Bilt 52.10 5.20 1848 2004
Des Moines 41.60 -93.60 1878 2002
Dublin 53.40 -6.30 1830 2004
Edinburgh 56.00 -3.40 1769 2004
Florence 43.80 11.30 1813 2004
Funchal 32.60 -16.90 1849 2004
Gdansk 54.30 18.90 1806 2004
Genoa 44.24 8.55 1832 2004
Gibraltar 36.20 -5.40 1821 2004
Nuuk 64.17 -51.75 1873 2004
Goteborg 57.70 11.99 1859 2004
Haparanda 65.80 24.20 1860 2004
Harnosand 62.38 17.56 1859 2004

Continued on next page
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Table B.1 – Continued from previous page

Name Latitude(DD) Longitude (DD) Start (CE) End (CE)
Helsinki 60.30 25.00 1850 2004
Istanbul 41.00 29.10 1855 2004
Kiev 50.40 30.50 1849 2004
La Coruna 43.21 -8.24 1866 2004
Lisbon 38.70 -9.20 1849 2004
Lockbourne 39.81 -82.97 1878 2002
London 51.20 -1.00 1773 2004
Lund 55.40 13.10 1779 2004
Luxembourg 49.36 6.70 1837 2004
Lvov 49.80 24.00 1850 2004
Madrid 40.40 -3.70 1785 2004
Malta 35.90 14.50 1851 2004
Marseille 43.50 5.20 1850 2004
Milan 45.50 9.10 1764 2004
Moscow 55.80 37.60 1837 2004
Nantes 47.20 -1.60 1850 2004
Nicosia 35.10 33.20 1866 2003
Nordby 55.52 8.57 1873 2002
Odessa 46.50 30.60 1841 2004
Oporto 41.10 -8.60 1862 2004
Oslo 60.00 10.70 1815 2004
Padua 45.40 11.80 1749 2004
Palma 39.60 2.70 1849 2004
Paris 49.00 2.50 1764 2004
Ponta Delgada 37.80 -25.70 1864 2002
Prag 50.10 14.30 1788 2004
Reykjavik 64.10 -21.80 1820 2004
Rome 41.80 12.20 1849 2003
Sibiu 45.80 24.20 1850 2004
Split 43.30 16.26 1849 2003

Continued on next page
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Table B.1 – Continued from previous page

Name Latitude(DD) Longitude (DD) Start (CE) End (CE)
Stockholm 59.40 18.10 1849 2004
St Petersburg 60.00 30.30 1821 2004
Stykkisholmur 65.08 -22.73 1849 2003
Sulina 45.15 29.67 1849 2004
Tbilisi 41.43 44.47 1843 2002
Torshavn 62.02 -6.77 1866 2004
Triestre 45.70 13.80 1840 2004
Tromso 69.40 18.56 1873 2004
Trondheim 63.50 10.90 1767 2004
Upernavik 72.47 -56.10 1873 2004
Uppsala 59.90 17.60 1749 2004
Valentia 51.93 -10.25 1865 2004
Vardo 70.40 31.10 1860 2004
Visby 57.38 18.17 1859 2002
Warsaw 52.20 21.00 1835 2004
Wroctaw 51.10 16.88 1849 2004
Zagreb 45.80 16.00 1861 2003
Azores 38.31 -28.38 1850 2004
Beirut 33.54 35.30 1850 2003
Tunis 36.83 10.22 1875 2004
Sable Isla 43.93 -60.02 1850 2004
Moosonee 51.27 -80.65 1850 2004
Merida 20.59 -89.39 1850 2004
Nassau 25.05 -77.47 1850 2004
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Table B.2: Pearson correlations of the AH (rAH) and IL (rIL) with the NAO
spread calculated as the standard deviation of NAO indices in Table 5.1 (a
PC-based NAO Index from 20CRv3 is also included). Different NAO spreads
have been calculated from 1900 to 2004 CE by excluding the series in the
dropped column.

Dropped rAH rIL
None 0.36 -0.07
Küttel et al. (2010) 0.36 -0.03
Luterbacher et al. (2001) 0.30 -0.09
Hurrell and Deser (2010) 0.36 -0.07
20CRv3 0.21 -0.16
Jones et al. (1997) 0.42 -0.03
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