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Abstract

This Ph.D. Thesis elaborates and analyzes several hybrid Soft-Computing algorithms for
optimization and prediction problems in Atmospheric Physics. The core of the Thesis is a re-
cently developed optimization meta-heuristic, the Coral Reefs Optimization Algorithm (CRO),
an evolutionary-based approach which considers a population of possible solutions to a given
optimization problem. It simulates different procedures mimicking real processes occurring in
coral reefs in order to evolve the population towards good solutions for the problem. Alterna-
tive modifications of this algorithm lead to powerful co-evolution meta-heuristics, such as the
CRO-SL, in which Substrates implementing different search procedures are included. Another
modification of the algorithm leads to the CRO-SP, which considers Species in the evolution
of the population, and it is able to deal with different encodings within a single population.
These approaches are hybridized with other Machine Learning and traditional algorithms such
as neural networks or the Analogue Method (AM), to come up with powerful hybrid approaches
able to solve hard problems in Atmospheric Physics.

Different applications are tackled with these approaches:

• Feature selection problems for machine learning prediction algorithms. We deal with
problems of selecting the best set of features which mostly improve the performance of a
given regressor, usually a fast-training neural network such as Extreme Learning Machines
(ELMs). We evaluate different alternatives for this, such as hybrid CRO-ELM, CRO-SL-
ELM or CRO-SP-ELM, in comparison with other possibilities. With these algorithms
we tackle two problems of wind speed prediction and a problem of global solar radiation
prediction. In both applications the hybrid algorithms have obtained results which improve
the performance of alternative algorithms, and of those systems without feature selection
process.

• Representative Selection of measuring points for optimal field reconstruction of atmos-
pheric variables. In this case, we state this problem as an integer-encoding optimization
task, in which the objective function is a measure of the error field reconstruction given by
the AM. We evaluate the performance of the CRO-SL in this problem, with two specific
applications: representative selection of the best points to reconstruct air temperature and
wind speed fields in Europe. In the case of temperature, we show that the method is able
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to successfully deal with gridded and un-gridded datasets. The reconstructions obtained
from the selected points have a high quality, and the points selected are climatologically
significant. In the case of the wind speed field, we only deal with gridded data from ERA-
Interim Reanalysis. The results obtained have shown that the best representative points
are mainly located over the North Atlantic Ocean.

These methodologies are fully detailed and analyzed in the context of previous works in
the two first chapters of the Thesis, whereas there are four chapters devoted to explore the
performance of the hybrid approach in the different applications considered. The work is closed
by a final Conclusions and Remarks section, where future lines of research are also discussed.



Resumen en Castellano

En esta Tesis Doctoral se elaboran y analizan en detalle diferentes algoritmos híbridos de
Soft-Computing para problemas de optimización y predicción en Física de la Atmósfera. El
núcleo central de la Tesis es un algoritmo meta-heurístico de optimización recientemente desa-
rrollado, conocido como Coral Reefs Optimization algorithm (CRO). Este algoritmo pertenece
a la familia de la Computación Evolutiva, de forma que considera una población de soluciones
a un problema concreto, y simula los diferentes procesos que ocurren en un arrecife de coral
para evolucionar dicha población hacia la solución óptima del problema. Recientemente se han
propuesto diferentes versiones del algoritmo CRO básico para obtener mecanismos potentes de
optimización co-evolutiva. Una de estas modificaciones es el CRO-SL, en la que se definen un
conjunto de Sustratos en el algoritmo, de manera que cada sustrato simula un mecanismo de
evolución diferente, que son aplicados a la vez en una única población. Otra modificación ha
dado lugar al conocido como CRO-SP, un algoritmo donde se definen diferentes Especies, capaz
de manejar varias codificaciones para un mismo problema a la vez. Estas versiones del CRO han
sido hibridadas con varias técnicas de Aprendizaje Máquina, tales como varios tipos de redes
neuronales de entrenamiento rápido, sistemas de aprendizaje tales como Máquinas de Vectores
Soporte, o sistemas de predicción vinculados totalmente al área de la Física Atmosférica, tales
como el Método de los Análogos (AM). Los algoritmos híbridos obtenidos son muy robustos
y capaces de obtener excelentes soluciones en diferentes problemas donde han sido probados.
Específicamente:

• Problemas de Selección de Características para algoritmos de predicción basados en Apren-
dizaje Máquina. Este tipo de problemas tiene como objetivo el obtener un subconjunto de
las mejores características (variables de entrada) en un sistema de predicción, usualmente
dominado por un algoritmo de aprendizaje de tipo neuronal o similar. La idea es obtener
el mejor conjunto de características de forma que el rendimiento del sistema de predicción
se maximice. En el caso particular discutido en esta Tesis, la predicción se lleva a cabo
a partir de redes de entrenamiento rápido, fundamentalmente Máquinas de Aprendizaje
Extremo (ELMs). En la Tesis se evalúan diferentes alternativas para estos problemas
de Selección de Características, tales como modelos híbridos CRO-ELM, CRO-SL-ELM
o CRO-SP-ELM, en contraposición con otro tipo de predictores alternativos y sistemas
sin estructuras de Selección de Características. Los algoritmos híbridos se evalúan en dos
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problemas de Selección de Características en predicción de viento y en un problema de
predicción de radiación solar global. En todas las aplicaciones los algoritmos híbridos han
obtenido excelentes resultados, mejorando el rendimiento de las técnicas alternativas con
las que han sido comparados.

• Problemas de Selección de puntos Representativos para la reconstrucción óptima de cam-
pos de variables atmosféricas. Este caso puede ser tratado como un problema de opti-
mización con codificación entera, en el que la función objetivo viene dada por la salida
del Método de los Análogos, que se usa para realizar la reconstrucción del campo en fun-
ción de la información de los puntos representativos seleccionados. Se evalúa en detalle el
rendimiento del algoritmo CRO-SL para este problema, donde un conjunto de operadores
que funcionan bien en problemas con codificación entera ha sido seleccionado. Se han
abordado dos problemas diferentes, uno de ellos sobre obtención de los puntos representa-
tivos para reconstrucción del campo de temperatura y un segundo basado en campos de
velocidad de viento. En el primero de ellos se evalúa el algoritmo, mostrándose que puede
funcionar con alto rendimiento en datos sobre grids regulares o irregulares. Se discuten
asimismo ciertas peculiaridades del método, como su capacidad para encontrar los puntos
con menos información para la reconstrucción, simplemente maximizando la salida de la
función objetivo, o la coherencia climatológica de los resultados obtenidos. En el caso del
campo de velocidad de viento, se estiman los mejores puntos para la reconstrucción del
campo, lo que puede tener aplicaciones en energía eólica.

Las diferentes metodologías híbridas presentadas en la Tesis son descritas con detalle y
analizadas en profundidad en los dos primeros capítulos, donde también se ofrece un estudio
sobre trabajos previos en los ámbitos de algoritmia y aplicación discutidos en la Tesis. Los
siguientes capítulos están centrados en la aplicación de los algoritmos, tanto en problemas de
Selección de Características como en el problema de Selección de puntos Representativos en
campos de variables atmosféricas. La Tesis se cierra con un capítulo final de conclusiones y
líneas futuras de trabajo, donde es establece la posible continuidad de esta investigación.
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Chapter 1

Introduction

1.1 Motivation and objective

In the last decade, global energy demand has increased to non-previously seen levels, pushed
by the increase in global population, fierce urbanization in developed countries and aggressive
industrial development all around the world [Suganthi2012]. Conventional fossil-based energy
sources have limited reservoirs and a deep environmental impact (contributing to global warm-
ing) [Bauer2015], and therefore they cannot satisfy this global demand for energy in a sustainable
way [Rowland2016]. These issues related to fossil-based sources have led to a very important
development of RE sources in the last years, mainly in renewable technologies such as wind
or solar-based. The main problem with RE resources is their dependency on meteorological
conditions, sometimes extreme, such as in the case of wind and solar energy [Kumar2016]. The
fact that individual renewable sources cannot provide continuous power supply because of their
uncertainty and intermittent nature is also an important issue which must be solved to improve
the penetration of these resources in the electric system. Note that nowadays renewable energy
resources cover approximately 19% of the total World energy demand [REN21-2017] (see Figure
1.1). This figure is still far from the non-renewable sources, which are estimated to cover almost
78% of the total demand, specially in developing countries. A huge amount of research is being
conducted to obtain a higher penetration of renewable resources into the electric system.

Currently, the development of Information Technologies has led to a new era in computa-
tion, mainly ruled by Data Science. Data science and related technologies are nowadays of major
importance in our society, since they play the highest roles in the development of a global, fully-
connected, economy. In this regard, Soft-Computing and its related paradigms (Machine Lear-
ning, Computational Intelligence, etc.) have proven to be excellent tools to cope with difficult
problems arisen in Data Science, in a huge variety of applications such as Medicine [Bisaso2017],
Manufacturing [Sharp2018] or social networks [Bello2016], among many others. In this sense,
Soft-Computing techniques have also been successfully applied to RE and atmospheric-related
problems [Gardner1998, Renani2016, Kalogirou2006, Heinermann2016, Jha2017, Voyant2017,

1
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78.3%
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Figure 1.1: Implantation percentage of Renewables, Fossil Fuels and Nuclear energy at global
level by 2016 [REN21-2017].

Sharma2018].
Soft-Computing is a branch of AI whose objective is to obtain robust problem solving tech-

niques which emulate the human thinking. It is a huge research area, which merges different
paradigms and lines of research including statistical learning, neural and cognitive signal pro-
cessing, natural computing or fuzzy logic, among others. Moreover, Soft-Computing is a live
research field, where new approaches are proposed for dealing with very hard problems which
arise every day in Engineering and Science. Figure 1.2 shows a scheme of Soft-Computing which
includes a first classification of techniques, such as Neural Computation and Learning Systems,
dealing with regression and classification problems, or any type of supervised prediction pro-
blem, Evolutionary computation, a wide area which includes natural computing approaches,
mainly devoted to optimization problems and systems, and finally Fuzzy systems, a line more
linked with robotics and control systems.

This Ph.D. Thesis discusses new hybrid Soft-Computing approaches to solve problems re-
lated to RE and atmospheric science. We explore new approaches that merge a new type of
Evolutionary Algorithm (the CRO algorithm), in different versions, with some kind of predic-
tion or reconstruction approaches, such as NNs or the AM. The motivation of this work is
the necessity for obtaining new powerful approaches which lead to better solutions in difficult
problems (those that cannot be properly solved with traditional methods). The application of
Soft-Computing techniques is fully justified in these cases, offering an alternative which is cur-
rently being exploited by many researchers and practitioners, with paradigms such as Big Data
or Deep Learning [LeCun2015]. In this sense, hybrid approaches mixing Soft-Computing with
alternative ML algorithms or methods is a line followed in the last years by many researchers
[Tasci2014].

Next sections of this chapter will give a detailed description of the Soft-Computing algorithms
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Figure 1.2: Soft-Computing sub-branches, including Neural Computation and Learning Systems,
Evolutionary Computation and Fuzzy Systems.

proposed and alternative methods applied. At the end of the chapter, the structure of the rest
of this Thesis will be discussed, where the main algorithms proposed and problems tackled are
outlined.

1.2 Soft-Computing algorithms and methods used

1.2.1 Neural Computation-based approaches

Neural Computation is a part of Soft-Computing that includes algorithms inspired on how
the human brain learns. It is based on algorithms usually known as ANNs. Neural Compu-
tation includes a large amount of different NNs, which have been mainly used in classification
and regression problems. In this work, we consider feed forward neural networks, a type of
neural processing approach which processes the information in different layers, with a privileged
direction. MLPs are the most used feed forward neural approaches, and will be described next,
together with ELMs, a kind of feed forward network with a very fast training scheme, perfect
for constructing hybrid algorithms.

Multi-layer perceptrons

A MLP is a particular kind of ANN which is massively parallel. It is considered a distributed
information-processing system, which has been successfully applied in modelling a large variety
of nonlinear problems [Haykin1998, Bishop1995]. The MLP consists of an input layer, a number
of hidden layers, and an output layer, all of which are basically composed by a number of special



4 Chapter 1. Introduction

processing units called neurons, as Figure 1.3 shows. As important as the processing units
themselves is their connectivity, i.e. how the neurons within a given layer are connected to those
of other layers by means of weighted links. These weight values are closely related to the learning
ability of the MLP, and also with its ability to generalize the learning from enough number of
examples. Thus, note that such a learning process demands a proper database containing
a variety of input examples or patterns with the corresponding known outputs (tags). The
adequate values of the neuron weights minimize the error between the output generated by the
MLP (when fed with input patterns in the database), and the corresponding expected output in
the database. The number of neurons in the hidden layer is a parameter to be optimized when
using this type of neural network [Haykin1998, Bishop1995].

Figure 1.3: An scheme of Artificial Neural Network model.

The input data for the MLP consists of a number of samples arranged as input vectors,
x={x1, . . . , xN}. Once a MLP has been properly trained, validated and tested using an input
vector different from those contained in the database, it is able to generate a proper output y.
The relationship between the output and the input signals of a neuron is the following:

y = ϕ

 n∑
j=1

wjxj − θ

 , (1.1)

where y is the output signal, xj for j = 1, . . . , n are the input signals, wj is the weight associated
with the j-th input, and θ is a threshold [Haykin1998, Bishop1995]. The transfer function ϕ is
usually considered as the logistic function,

ϕ(x) = 1
1 + e−x

. (1.2)

The process to obtain an accurate output is related to the training procedure as it was
mentioned before. During the training process, the error between the estimated output and its
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corresponding real value in the database will determine to what degree the weights in the network
should be adjusted. Hence, the objective of the network training is to find the combination of
weights which results in the smallest training error with the best possible generalization of the
result. There are different algorithms that can be used to train a MLP. One possible technique
is the back-propagation training algorithm [Bishop1995] which uses the procedure known as
gradient descent to try to locate the global minimum of the error [Gardner1998]. Another
approach is the well-known Levenberg-Marquardt [Hagan1994].

Extreme Learning Machine

An ELM [Huang2015, Huang2006] is a novel and fast training method based on the structure
of MLPs, shown in Figure 1.3. The most significant characteristic of the ELM training is that it is
carried out just by randomly setting the network weights, and then obtaining a pseudo-inverse of
the hidden-layer output matrix. The advantages of this technique are its simplicity, which makes
the training algorithm extremely fast, and also its outstanding performance when compared to
alternative sequential learning methods, usually better than other established approaches such
as classical MLPs. Moreover, the universal approximation capability of the ELM network, as
well as its classification capability, have been already proven [Huang2012].

The ELM algorithm can be summarized as follows: given a training set T =
(xi,yi)|xi ∈ Rn,yi ∈ R, i = 1, · · · , l, an activation function g(x), which a sigmoidal function is
usually used, and number of hidden nodes (Ñ),

1. Randomly assign inputs weights wi and bias bi, i = 1, · · · , Ñ .

2. Calculate the hidden layer output matrix H, defined as

H =


g(w1x1 + b1) · · · g(wÑx1 + bÑ )

... · · ·
...

g(w1xl + b1) · · · g(wÑxN + bÑ )


l×Ñ

(1.3)

3. Calculate the output weight vector β as

β = H†yt, (1.4)

where H† stands for the Moore-Penrose inverse of matrix H [Huang2006], and yt is the
training output vector, yt = [yt1, · · · ,ytl]T.

Note that the number of hidden nodes (Ñ) is a free parameter of the ELM training, and
must be estimated for obtaining good results. Usually, scanning a range of Ñ values is the
best solution. The Matlab extreme learning machine implementation by G. B. Huang, freely
available at [ELM2018], is often considered for ELM implementation.
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1.2.2 The Coral Reefs Optimization Algorithm

The CRO is a novel evolutionary-type meta-heuristic approach for optimization, recently
developed in [Salcedo2014d], which is based on simulating the corals’ reproduction and coral
reefs’ formation processes. The CRO algorithm tackles optimization problems by modeling and
simulating all the distinct processes in a real coral reef. Let R be a model of reef, consisting
of a N ×M square grid. We assume that each square (i, j) of R is able to allocate a coral (or
colony of corals) Ξi,j , representing different solutions to our problem, using a given encoding for
the problem at hand (an encoding is a representation of the optimization problem’s variables,
usually in the form of a chain of numbers, leading to a given search space). The CRO algorithm is
first initialized at random by assigning some squares in R to be occupied by corals (i.e. solutions
to the problem) and some other squares in the grid to be empty, i.e. holes in the reef where new
corals can freely settle and grow. The rate between free/occupied squares in R at the beginning
of the algorithm is a parameter of the CRO algorithm denoted as ρ, and note that 0 < ρ0 < 1.

After the reef initialization, a second phase of reproduction and reef formation is carried
out. First, a simulation of the corals’ reproduction in the reef is done by sequentially applying
different operators for modeling sexual reproduction (broadcast spawning and brooding), asexual
reproduction (budding), and polyps depredation:

1. Broadcast Spawning (external sexual reproduction): the modeling of coral repro-
duction by broadcast spawning consists of the following steps:

1.a. In a given step k of the CRO algorithm, select uniformly at random a fraction of the
existing corals ρk in the reef to be broadcast spawners. The fraction of broadcast
spawners with respect to the overall amount of existing corals in the reef will be
denoted as Fb. Corals that are not selected to be broadcast spawners (i.e. 1 − Fb)
will reproduce by brooding later on in the algorithm.

1.b. Select couples out of the pool of broadcast spawner corals in step k. Each of such
couples will form a coral larva by means of a given crossover mechanism or any other
exploration strategy. Note that once two corals have been selected to be the parents
of a larva, they are not chosen anymore in step k (i.e. two corals are parents only
once in a given step). This couple selection can be done uniformly at random or by
resorting to any fitness proportionate selection approach (e.g. roulette wheel).

2. Brooding (internal sexual reproduction): at each step k of the reef formation phase
in the CRO algorithm, the fraction of corals that will reproduce by brooding is 1 − Fb.
The brooding modeling consists of the formation of a coral larva by means of any kind
of mutation mechanism, in order to simulate of the brooding-reproductive coral (self-
fertilization considering hermaphrodite corals).
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3. Larvae setting: once all the larvae are formed at step k either through broadcast spawn-
ing (1.) or by brooding (2.), they will try to set and grow in the reef. First, the health
function (fitness) of each coral larva is computed. Second, each larva will randomly try to
set in a square (i, j) of the reef. If the square is empty (free space in the reef), the coral
grows therein no matter the value of its health function. By contrast, if a coral is already
occupying the square at hand, the new larva will set only if its health function is better
than that of the existing coral. We define a number κ of attempts for a larva to set in the
reef: after κ unsuccessful tries, it is considered as depredated by the animals in the reef.

4. Asexual reproduction: the modeling of asexual reproduction (budding or fragmenta-
tion) is the CRO is carried out in the following way: the overall set of existing corals in
the reef are sorted as a function of their level of health (given by f(Ξij)). Then a small
fraction Fa duplicate themselves and are mutated in order to obtain variability. These new
corals try to settle in a different part of the reef by following the setting process described
in Step 3.

5. Depredation in polyp phase: corals may die during the reef formation phase of the
CRO algorithm. At the end of each reproduction step k, a small number of corals in
the reef can be depredated, thus liberating space in the reef for next coral generation.
The depredation operator is applied with a very small probability Pd at each step k, and
exclusively to a fraction Fd of the worse health corals in R.

Figure 1.4 illustrates the flowchart diagram of the CRO algorithm, with the different CRO
phases (reef initialization and reef formation), along with all the operators described above.

1.2.3 Advanced CRO models

The basic CRO can be improved to obtain stronger versions of the meta-heuristic, based on
alternative processes that occur in coral reefs. We describe here two different modifications of
the CRO algorithm which improve its performance in specific applications. First, we describe the
CRO with species, which helps tackle optimization problems with variable length encodings. It is
also useful for managing different encodings of problems within the same population, obtaining a
competitive co-evolution algorithm. The second version is the CRO with substrates layer. It has
been useful to obtain a competitive co-evolution algorithm in which different models are applied
to the same problem. These models can be either exploration models, repairing mechanisms,
etc., and the only pre-requisite is that the objective function to evaluate corals in the reef must
be the same for the different models considered.
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Figure 1.4: Flowchart diagram of the original CRO algorithm.

CRO with species

The first modification of the CRO consists in considering different coral species within a
single coral community (CRO-SP). The objective of this modification is that each coral species
represents a different model (or its hyper-parameters) out of T possible models. In this context,
model is generic, so it can represent either a different encoding for the problem, a different way
of calculating the objective function, etc. The CRO-SP is a new powerful way of managing opti-
mization problems with variable or different encodings. In this case, each species will represent
a different encoding, and the idea is that only corals of the same species can reproduce in the
broadcast spawning operator. Note however, that all the models compete together in the larvae
setting, since the objective function in all cases should be the same for all the species.

The CRO-SP was first introduced in [Salcedo2017b] as a methodology to deal with a Model
Selection Problem, in an application of total energy consumption prediction in Spain. In
[Salcedo2017b] each species represents a different way of calculating the total energy consump-
tion (a different model), and the idea was to build a competitive co-evolution approach that
obtained the best possible model in addition to alternative parameters such as the best predic-
tion variables to feed the prediction model. Note that the CRO-SP could be also used to evolve
a competition of different regressions for a given problem, for example neural networks, support
vector machines, etc., in which the CRO encodes the parameters of each regressor.

The following algorithm shows an outline of the CRO containing multiple species. Note
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that the competition among species will produce emerging behavior, so the best model (species)
eventually will dominate, and will occupy the majority of spaces in the reef.

Require: Valid values for CRO parameters.
Ensure: The best model out of T possible.

1: Algorithm initialization (T different species)
2: for each iteration of the CRO do
3: Update values of influential variables: mortality probability and the probability of

asexual reproduction
4: Asexual reproduction (budding or fragmentation)
5: Sexual reproduction 1 (broadcast spawning, only same species can reproduce)
6: Sexual reproduction 2 (brooding, only same species can reproduce)
7: Settlement of new larvae (competition among species)
8: Mortality process
9: Evaluate the new population in the reef (with the specific model given for each species)

10: end for

CRO with Substrate Layers

The second important modification of the CRO is the incorporation of substrate layers
(CRO-SL). It is based on the fact that there are many more interactions in real reef ecosystems
which can be also modelled and incorporated to the CRO approach to improve it. For example,
different studies have shown that successful recruitment in coral reefs (i.e., successful settlement
and subsequent survival of larvae) depends on the type of substrate on which they fall after
the reproduction process [Vermeij2005]. This specific characteristic of the coral reefs was first
included in the CRO in [Salcedo2017b], in order to solve different instances of the Model Type
Selection Problem for energy applications. In [Salcedo2016c, Salcedo2017b], different substrate
layers were defined in the CRO, in such a way that each layer represents a different model to
evaluate the energy demand estimation in Spain, from macro-economic variables.

As in the case of the CRO-SP, the CRO-SL is a very general approach: it can be defined as an
algorithm for competitive co-evolution, where each substrate layer represents different processes
(different models, operators, parameters, constraints, repairing functions, etc.). The inclusion of
substrate layers in the CRO can be done in a straightforward manner: we redefine the artificial
reef considered in the CRO in such a way that each cell of the reef R is now defined by 3 indices
(i, j, t), where i and j stand for the cell location in the grid, and index t ∈ T defines the substrate
layer, by indicating which structure (model, operator, parameter, etc.) is associated with the
cell (i, j). Each coral in the reef is then processed in a different way depending on the specific
substrate layer in which it falls after the reproduction process. Note that this modification of
the basic algorithm does not imply any change in the corals’ encoding (all the corals in the
algorithm are encoded in the same way).
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The CRO-SL has been applied in [Salcedo2016c] to obtain a competitive co-evolution al-
gorithm in which each substrate is assigned to a different implementation of an exploration
procedure. Thus, each coral will be processed in a different way in the reproduction step of the
algorithm depending on the substrate it occupies. Figure 1.5 shows an example of the CRO-SL,
with different substrate layers. Each one is assigned to a different exploration process, Harmony
Search based, Differential Evolution, 1-point crossover or Gaussian mutation (alternative as-
signment and different exploration processes can be used in the substrate layer of the CRO-SL
approach).

HS DE 1-Point

Crossover

Gaussian

mutation

2-Points

Crossover

Figure 1.5: Example of reef in the CRO-SL, where there are five substrate layers associated with
the broadcast spawning process. Each substrate layer represents now a different exploration
process to carry out in that substrate.

The CRO-SL is a general procedure to co-evolve different models, operators, parameter va-
lues, etc., with the only requisite that there is only one health function defined in the algorithm.
In other words, each substrate can include a different processing of problem’s constraints, ex-
ploration or exploitation procedures etc.

1.3 Feature Selection in Machine Learning

Feature selection is an important task in ML-related problems because irrelevant features,
used as part of the training procedure of different prediction systems, can increase the cost and
running time of the system, and make its generalization performance much poorer [Blum1997,
Weston2000]. In its more general form, the FSP for a learning problem from data can be defined
as follows: given a set of labeled data samples (x1, y1), . . . , (xl, yl), where xi ∈ Rn and yi ∈ R
(or yi ∈ {±1} in the case of classification problems), choose a subset of m features (m < n),
that achieves the lowest error in the prediction of the variable yi.

Thus, note that there are many different algorithms which can be used to solve a FSP. In
general, they can be structured in two different families or paradigms:

• The wrapper approach to the FSP was introduced in [John1994]. The feature selection algo-
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Figure 1.6: (a) Outline of a Wrapper method; (b) Outline of a Filter method.

rithm conducts a search for a good subset of features using the classifier/regressor itself as
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part of the evaluating function. Figure 1.6 (a) shows the idea behind the wrapper approach:
the classifier/regression technique is run on the training dataset with different subsets of
features. The one which produces the lowest estimated error in an independent but rep-
resentative test set is chosen as the final feature set. For further reading on wrappers me-
thods, the following classical works can be consulted [Kohavi1997, Yang1998, Salcedo2002].
In the case of the wrapper method, the FSP admits a mathematical definition as follows:
The FSP consists of finding the optimum n-column vector σ, where σi ∈ {1, 0}, that
defines the subset of selected features, which is found as

σo = arg min
σ,α

(∫
V (y, f(x ∗ σ,α))dP (x, y)

)
, (1.5)

where V (·, ·) is a loss functional, P (x, y) is the unknown probability function the data was
sampled from and we have defined x ∗ σ = (x1σ1, . . . , xnσn). The function y = f(x,α) is
the classification/regression engine that is evaluated for each subset selection, σ, and for
each set of its hyper-parameters, α.

• In the filter approach to the FSP, the feature selection is performed based on the data,
ignoring the classifier algorithm. An external measure calculated from the data must
be defined to select a subset of features. After the search, the best feature subset is
evaluated on the data by means of the classifier/regression algorithm. Note that filter
algorithms performance completely depends on the measure selected for comparing sub-
sets. Figure 1.6 (b) shows an example of how a filter algorithm works. Filter methods
are usually faster than wrapper methods. However, their main drawback is that they
totally ignore the effect of the selected feature subset on the performance of the classifica-
tion/regression algorithm during the search. So, usually their performance is poorer than
wrapper approaches. Further analysis and application of filter methods can be found in
[Torkkola2000, Torkkola2002].

• There are different works which have combined both wrapper and filter methodologies
to build hybrid approaches. They have shown good performance in specific applications
[Ferreira2014, Huda2014, Huda2016, Solorio2016].

For both wrapper and filter methods, a binary representation can be used for the FSP, where
a 1 in the ith position of the binary vector means that the feature i is considered within the subset
of features, and a 0 in the jth position means that feature j is not considered within the subset.
Note that using this notation is equivalent to encode the problem as the vector σ included in
expression (1.5). Note also that there are 2n different subsets (where n is the total number
of features), and the problem is to select the best one in terms of a certain measure, which
can be either internal (wrapper methods) or external (filter methods) to the classifier/regressor.
Alternative encodings, such as integer vectors, are however also possible, and even more adequate
in some specific applications.
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1.4 Representative measuring points selection

In ML, a Representative Selection (RS) problem consists of finding exemplar samples from
a given data, points or items collection, in such a way that the selected exemplars accurately
summarize the complete set of starting data [Wang2017]. RS problems appear in many differ-
ent Science and Engineering problems, such as Computer Science [Wang2017], Bio-mechanics
[Katrin2012] or Networking [Poorter2017]. In Climatology, RS problems have been faced in
different applications, such as dynamical climate downscaling [Rife2013], selecting regional cli-
mate scenarios [Wilcke2016], selecting the most representative subset of global climate models
in terms of a given error measure [Ruane2017], selecting the most representative models for
climate change studies [Lutz2016], or optimizing the position of weather monitoring stations
[Amorim2012].

Let F (s, t) be a field of a climatological variable, defined in a set of |S| measuring points or
stations s, during an observation period t̂. Such period can be split into a training period, tT ,
and a validation or test period of duration tV , in such a way that t̂ = tT + tV . Let χ be a given
reconstruction algorithm for the field F (s, t). χ operates in a subset of measuring stations sN ,
where N (N < |S|) represents the number of measuring points or stations selected. Moreover,
note that χ only uses the data in the training period to obtain the best reconstruction of the
initial field F (s, t), in terms of an error measure e(sN ) evaluated in the test period. The RS
problem we face in this Thesis consists of obtaining the best possible subset of N measuring
points s∗N , which minimizes e(s∗N ) (usually e stands for a mean square or absolute error function).
Note that the subset s∗N stands for the N most representative measuring stations for the field
F (s, t), in terms of the reconstruction algorithm χ considered. We have chosen the well-known
Analogue Method as the reconstruction algorithm χ.

The Analogue Method in RS

The AM is a prediction/reconstruction algorithm very used in atmospheric sciences. It is
based on the principle that two similar states of the atmosphere lead to similar local effects
[Lorentz1969]. More specifically, two states of the atmosphere are considered as “analogues”,
when there is a resemblance between them, in terms of an analogy criterion and objective
variables. Thus, the AM consists of searching for a certain number of past situations in a
meteorological archive, in such a way that they present similar properties to that of a target
situation for any chosen predictors or variables.

Different versions of the AM can be found in the literature, with a wide range of mete-
orological and climatological applications. In [Gibergans2007] the AM method is improved
by using local thermodynamic data to predict autumn precipitation in Catalonia, Spain. In
[Chardon2014], the AM was applied to downscale precipitation in France, including the novelty
of spatial similarity in the algorithm. In [DMonache2011] the AM was improved with a Kalman
filter in order to improve numerical weather predictions. In [Yiou2014] the AM was applied to
a palaeo-climatic problem, specifically, the meteorological reconstruction using circulation ana-



14 Chapter 1. Introduction

logues in the late Eighteen Century. In [Lguensat2017] the analog data assimilation technique
was presented. It combines the AM with ML techniques based on the k-NN to obtain the most
important data to be assimilated for numerical prediction systems. AM ensembles have also
been applied to different forecasting problems. One of the original works proposing AM en-
sembles is [DMonache2013], where the method and its main characteristics have been presented
and compared to alternative state-of-the-art numerical weather prediction ensemble systems.
In [Junk2015] the statistics of the AM ensemble model are fully described. The AM ensemble
has also been applied to specific prediction problems, such as in [Alessandrini2015], where an
analog ensemble has been applied to probabilistic solar power forecast in three solar farms in
Italy. A comparison with a quantile regression algorithm and persistence ensembles has proven
the goodness of the AM approach in this problem. Another work dealing with AM ensembles is
[Alessandrini2015b], with application to short-term wind power prediction. In this case the AM
ensemble has been applied to the wind power production prediction of a wind farm in northern
Sicily (Italy), comparing the performance with alternative algorithms such as quantile regression
and numerical weather models. In [Vanvyve2015] another AM ensemble approach is presented,
with application in wind resource estimation. The paper analyzes the wind resource of different
locations in Europe and USA by applying an AM ensemble.

Finally, note that very recently the AM has been mixed with meta-heuristics algorithms. In
[Horton2017] a genetic algorithm has been used to tune the parameters of an AM. The accuracy
of this evolutionary-AM approach has been shown in a case study of probabilistic precipitation
forecast in Switzerland.

In this Thesis we apply the AM to the RS problem, as follows: Given a subset of measuring
points of stations sN , the AM process starts by obtaining the most similar situations in the past
for the field F (sN , tV ) (considering all the evaluation period). In other words, this is equivalent
to, for each time T ∈ tV , obtaining the most similar situation (or average of k most similar
situations) in the past (training period), located in time T ∗ ∈ tT , considering only the selected
measuring points sN (note that T ∗ depends on the T considered, i.e. T ∗ = T ∗(T )). Then, the
complete reconstruction of the field F is calculated by using the past situation F (s, T ∗) and the
objective situation F (s, T ), and a reconstruction error is obtained. The final function e(sN ) is
calculated as the root mean square error (RMSE) in the field reconstruction:

e(sN ) =

√√√√√ 1
|S| · tV

tV∑
T=1

|S|∑
k=1

(F (sk, T ∗)− F (sk, T ))2 (1.6)

Figure 1.7 graphically shows the process for the AM application (χ field reconstruction
algorithm), and the calculation of the error function (RMSE) associated with sN .
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Figure 1.7: AM calculation process. From a selection of measuring points to be evaluated
(marked in red), the AM approach works by calculating the field reconstruction error for all the
evaluation period, by looking for the most similar situation in the training period, considering
only the information provided by the selected measuring points.

1.5 Structure of the Thesis

The rest of this Thesis is organized in a state-of-the-art chapter, where previous works related
to the Thesis content are reviewed and analyzed, and two different technical parts:

1. First, contributions with results in RE-related problems are described, which include new
hybrid algorithms involving different CRO versions and ELM for problems of feature se-
lection in wind and solar resource prediction problems.

2. Second, results in two different RS problems are discussed: optimal measuring points
selection for Temperature and Wind fields reconstruction with a hybrid CRO-SL algorithm
and the AM reconstruction approach.

To conclude, some final remarks and future research lines are summarized in the last part
of the document, with a list of publications produced by the research carried out in this Thesis
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shown in a final Appendix section.



Chapter 2

Methods and algorithms: Previous
work

This section presents a description of the state-of-the-art in the technological fields addressed
in this Thesis. The idea of this chapter is to focus on the discussion of previous works dealing
with the techniques applied in the Thesis.. First, a review of Feature Selection in renewable
energy systems is carried out. Wind and solar resources short-term forecasting are first consi-
dered, though references in other energy-related problems have also been reviewed. A review of
literature devoted to long-term wind speed variability is then discussed. The section is closed
with a review of previous work dealing with the CRO algorithm and its variants, with special
focus on the results of the algorithm in renewable energy problems.

2.1 A review of FSP methods in renewable energy prediction
problems

This section presents a review of the main works dealing with FSP in renewable energy
prediction problems. The section is structured in FSP in wind energy, FSP in solar energy and
FSP in energy-related problems.

2.1.1 Feature selection in wind energy prediction systems

Wind energy is the most developed renewable energy technology, and, thus, research on its
prediction has been carried out during more than 20 years. FSPs have also been tackled in
wind energy during more than a decade. For example, Jursa in [Jursa2007], first proposed a
feature selection in wind power prediction systems. Specifically, a PSO approach was introduced
in order to obtain the optimal set of features which provided the best prediction. That work
was further completed in another paper by Jursa and Rohrig, [Jursa2008], where NN and k-
NN algorithms were used as prediction models, and two wrapper feature selection models were

17
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considered. A large number of features were used in that work as inputs for the prediction
methods, such as previous wind speed and power samples (historic data) and predicted weather
variables. Two different global search mechanisms were used to form the wrapper approaches: a
PSO algorithm and a DE approach. The encoding of the FSP into the PSO and DE algorithms
consisted of different values of the predictive variables delayed in time, until a maximum delay
d was reached. The evaluation of the systems was carried out in 10 wind farms in northwestern
Germany, obtaining good performance in the prediction of the wind power in each wind farm. A
comparison of the wrapper PSO and DE algorithms with a NN and k-NN algorithms was carried
out against a manually constructed solution, which included values of wind speed, wind power
and a cyclic time series to capture the intra-daily variability. Persistence was also included
as a baseline (reference) algorithm. It was clearly shown that the results obtained by the
wrapper approaches outperformed the manually constructed features, and also the persistence
algorithm in the 10 wind farms considered. Improvements around 5% (depending on the wind
farm considered) were obtained when using the PSO and DE algorithms for feature selection
versus the neural network working without feature selection mechanism. The improvement of
including feature selection against persistence is higher, reaching values near 15% depending on
the wind farm studied, with a mean improvement over 10% with the hybrid PSO-NN algorithm.

Gupta et al. [Gupta2011], proposed a hybrid wrapper approach, formed by a GA and a NN
as predictor. The database consisted of 12 different variables, which were measured in a wind
farm in Jaipur, India. The input variables were a combination of atmospheric variables and
previous wind speed measurements. The system for feature selection improved the NN with
all the variables as inputs for the prediction, obtaining an improvement over 5% in prediction
accuracy. The authors show that the best result was obtained with 8 features out of the total
12. Results showed an improvement up to 5% when the feature selection was included in the
system. Note that, in this case, the number of predictive variables involved in the problem was
small, so the use of a meta-heuristic to carry out the search was not necessary. In fact, given
a partition of the search space and fixing all the NNs parameters, the best solution would be
found by examining all the possible combinations of features (212−1, since the 0 was discarded).
Note that the use of meta-heuristic approaches is recommended for FSP problems where the
search space is extremely large.

More advanced computational methods have been recently applied to different feature selec-
tion problems in wind energy estimation. In [Kou2014], Kou et al. proposed an online feature
selection method with a wrapped GP as predictor, for a problem of probabilistic wind power fo-
recasting. Experiments in real data from several wind farms in the Baotou region, China, showed
the performance of the proposed methodology. Short term wind speed prediction (15 minutes
and 1 hour time-horizon predictions) was considered. In this case, a large number of predictive
variables from direct measurements in the wind farm and also from numerical weather modes
were taken into account. Regarding observational variables, this work considered 384 inputs,
from 4 measurement points, including data until four days before the prediction. The input
variables from the numerical weather model were obtained from the GFS system (NOAA), with
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a resolution of 2.5 degrees. These variables were linearly projected to the four measurement
points. The numerical variables considered to improve the performance of the prediction sys-
tem were measurements of 10m wind speed. The feature selection was carried out by means
of a greedy algorithm, the sequential forward greedy search, which starts from an empty set
of variables, then incorporates selected features one by one, and finally evaluates the set. The
algorithm keeps the best set of features found in the search. Note that this search is not as
effective as applying a meta-heuristic approach, in which different sets of features are evaluated
together. However, it is a faster procedure, and ensures a good enough solution with limited
computational resources. The results obtained in the paper showed improvements of 6% with
respect to persistence, and smaller improvements (less than 1%) versus non-linear systems such
as NNs or SVRs.

In [Salcedo2015c], Salcedo et al. proposed a novel hybrid FSP wrapper approach formed
by a CRO with HS operators for feature selection with an ELM as regressor, for wind speed
prediction in wind farms. A large number of features were considered: temperature, wind speed
and direction at different heights, etc. The predictive variables were obtained from numerical
weather models in the surroundings of the wind farm, and also included synthetically constructed
variables from the original ones. The final wind speed prediction process after the feature
selection was also carried out by using an ELM. In this work, the evaluation of the CROHS-
ELM approach was carried out in real data from a wind farm in Oregon, USA, and compared
to a different wrapper approach guided by an evolutionary algorithm. The results showed
the goodness of the proposed CRO-ELM approach in comparison to the EA-ELM, with an
improvement around 4%.

In [Carta2015], Carta et al. analyzed different feature selection methods within NNs as
MCP approaches. MCP tries to predict the wind speed at a given point taking into account
measurements in alternative (usually closely situated) sites. Thus, the features (input data)
involved in the prediction problem are usually wind speed and direction in neighbour locations.
In this case, filter and wrapper methods were tested as feature selection mechanisms, in a problem
of mean hourly wind speeds and directions recorded in 2003 and 2004 at five weather stations in
the Canary Islands. As mentioned, the input data were the wind speed and direction at different
previous times in 4 measurement stations, and the objective was to obtain the wind speed
prediction in the objective station. This work discussed the performance of a filter method for
feature selection, based on correlation between input variables. In this case, the features selection
worked by ranking the variables depending on their linear correlation coefficient, and keeping the
less correlated ones in order to serve as inputs for the NN. In a second round of experiments, a
wrapper approach for feature selection was investigated by applying an exhaustive search, which
used the NN to provide the accuracy of each features set. A comparison with the case of no
feature selection was carried out. The results showed that the feature selection mechanisms led
to an effective improvement. They were analyzed in terms of statistical tests, where it was shown
that the feature selection methods are more effective when there is a low correlation between
the objective and the input measurements sites. On the other hand, the statistical tests showed
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no improvements after applying feature selection if the objective measurement tower is highly
correlated with the predictive towers.

In [Kong2015], Kong et al. presented a wind speed prediction system based on a Support
Vector Regression approach. A modified version of the algorithm which selects a subset of data
as support vectors and solves a smaller optimization problem (RSVR) was used. A problem
of very short-term wind speed prediction (few minutes time-horizon) was tackled in this case.
Wind speed and direction, temperature and pressure were the input variables. A PCA of the
data was used as a feature extraction method to determine the most important factors affecting
the wind speed. Note that, in this case, the SVR works on a different space (given by the PCA),
so the initial input space should be transformed previously to the prediction. In general, feature
extraction is possible, but less popular than feature selection, since the importance of each real
feature cannot be evaluated using, for example, the PCA transform. This is a general issue
with feature extraction methods, which impedes the physical interpretation of the features. The
evaluation of the proposed RSVR was carried out in data from a real wind power plant located
in Neimenggu, China. The experiments consisted of comparing the performance of the RSVR
with PCA against those by the SVR and a RBF network. It was shown that the performance
of the RSVR with PCA is better than that of the comparing algorithms, improving over 8% the
performance of the best counterpart.

Kumar and López, in [Kumar2015], proposed a NARX approach to tackle a problem of wind
speed prediction from meteorological series as input variables. NARX is a recurrent dynamic
network, with feedback connections enclosing several layers of the network [Lin1996]. It has
performed better than alternative NNs in highly non-linear problems. A feature selection was
carried out previously to the prediction step by applying the ReliefF filter method. This method
is a filter approach for feature selection based on estimating the quality of attributes according
to how well their values distinguish between instances close to each other. In this case, a very
short-term wind speed prediction problem from previously measured values (inputs) was tackled.
Results in data from a meteorological tower at the University of Waterloo, Canada, were shown,
though there was not a comparison with the performance of an alternative similar algorithm,
which difficults its assessment. The results obtained showed that the feature selection applied
was able to significatively improve the performance of the NARX algorithm over 20%, compared
to the case when no feature selection algorithm was considered.

In [Zhang2016], Zhang et al. proposed two hybrid models which combine EMD, a feature
selection process and machine learning regressors (NNs and SVRs), for a problem of short-term
wind speed prediction. The idea is decomposing the original wind speed time series into a set
of sub-series by applying the EMD method. Then, a feature selection process is introduced to
identify the relevant and informative features for all the sub-series. A linear regression method
completes this process, in which different subsets of features (sub-series serving as inputs for
the wind speed estimation) were evaluated. The system was finally completed by applying a
predictive algorithm (NN or SVR) to the final set of features obtained from the previous step.
The performance of this system has been evaluated using real data from three different wind
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farms in China, located at Jiangsu, Ningxia and Yunnan. The complete system with EMD and
feature selection was compared to the performance of the NN and SVR approaches, showing the
advantages of the proposed approach, with improvements up to 34% when the EMD and feature
selection was considered. Another work dealing with EMD and feature selection is due to Jiang
and Huang [Jiang2017], who presented a hybrid ensemble EMD approach with feature selection
and error correction for a problem of short-term wind speed prediction. This system starts
by decomposing the wind speed time series into a number of subseries by applying the EMD
algorithm. Two feature selection mechanisms based on filter methods are then applied, including
kernel density estimation-based Kullback-Leibler divergence and energy measure. After this
process, two different SVR algorithms and an auto-regressive model were used to obtain the
wind speed prediction, and also to correct the resulting error whether possible. Two different
experiments in wind speed data from Colorado and Minnesota (USA) showed the effectiveness
of this approach when compared with its different components on their own.

In [Zheng2017], Zheng et al. merged PSO, GS and a ELM in a single hybrid algorithm for
wind speed prediction. The meta-heuristics algorithms were applied in two different ways: a real
version of both PSO and GS approaches were used to tune the parameters of the ELM, whereas
a binary version of both algorithms tackled a FSP related to the wind prediction. The approach
was tested in a now-casting (10 min. prediction time-horizon) wind speed prediction problem
at two locations of the NREL. A similar approach is presented by Zhang et al. in [Zhang2017],
where also a hybrid model ELM with different meta-heuristics is built. In this case, the authors
use a BSA hybridized with an ELM. A real-valued version of the BSA is exploited to search for
the optimal combination of weights and bias of the ELM, while a binary version of the algorithm
is applied to obtain the best set of features for the prediction system. This hybrid model was
tested in two different wind speed prediction problems: a half-hour wind speed observation data
from two wind farms in Inner Mongolia (China), and now-casting (10-min. wind speed data)
from the Sotavento Galicia wind farm.

Finally, Feng et al. in [Feng2017], developed a multi-model methodology based on the
combination of machine learning techniques for a problem of short-term wind speed prediction.
NN, SVR, RF and Boosting machine were applied as an ensemble with a previous step of
feature selection. A PCA together with a Granger causality test, auto-correlation analysis and
recursive feature elimination were sequentially applied to reduce the number of features involved
in the wind speed prediction. The proposed ensemble was able to provide a good quality wind
speed prediction, including confidence intervals for the prediction. Comparison with alternative
machine learning approaches without feature selection showed the impact of the FSP in the
wind speed prediction at seven locations of the SURFRAD network (USA).

2.1.2 Feature selection in solar energy prediction systems

In [Fu2013], Fu and Cheng proposed a system for solar irradiance very short-term prediction
(minutes time-horizon). The work used a solar irradiance prediction scheme with features ex-
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tracted from all-sky images. The idea was to obtain proper features from all-sky images derived
from an all-sky camera located in Taiwan, apply a feature extraction algorithm to the images,
and then use a regression technique to predict a clearness index from them. In a second step,
the clearness index was used to calculate the desired solar irradiance together with the extrater-
restrial solar irradiance value, which only depends on astronomical variables. The results in real
data from all-sky images in Taiwan collected in August 2011 showed that the proposed system
was an accurate tool to estimate short-term solar irradiation prediction locally. The experimen-
tal results showed an improvement in the short-term prediction of solar irradiance of about 4%
in comparison to the estimation of the solar irradiance directly from weather variables.

In [Yadav2014b], Yadav et al. carried out a study of the main influencing input parameters
for solar radiation prediction with NNs in different locations of India, by using WEKA software.
Different variables such as daily average temperature, minimum temperature, maximum tem-
perature, altitude, sunshine hours and site location were considered. The study used a previous
wrapper method with a regression tree implemented in WEKA to select the best set of features.
After this process, several NNs implementations from WEKA were evaluated on this best set
of features. Improvements over 13% were obtained after the FSP process (comparing the NNs
without feature selection pre-processing) in some of the locations considered. Note that also
in this case, the small number of features involved in the problems made an exhaustive search
algorithm possible, which was implemented in WEKA software.

Wang et al. [Wang2015] applied a feature extraction method to select the best set of input
parameters for a SVM classifier, in order to reconstruct a database of weather types. These
weather types are directly connected with the photovoltaic power generation accuracy, so the
most useful features were extracted from photovoltaic data, and they served as inputs for a SVM
to reconstruct the database of weather types. This is a classification problem used as a previous
step in the estimation of photovoltaic power generation prediction for buildings. Alternative
classification problems and algorithms in renewable energy are described in [PerezO2016].

In [Rana2016], Rana et al. forecasted the electricity power generation by a solar photo-
voltaic system. Short-term prediction (from 5 to 60 minutes ahead) was considered. Input
variables at different previous times were considered: solar irradiance, temperature, humidity
and wind speed. A total of 4200 variables were finally available as inputs to predict the photo-
voltaic generation in the next hour, in intervals of 5 minutes. In this case the correlation-based
feature selection, which selects the best set of variables with higher correlation with the objective
variable, was used as filter method. After this feature selection, two machine learning algorithms
were applied to generate the system’s prediction: an ensemble of NNs and a SVR approach.
Experiments in power data collected from the St. Lucia campus of the University of Queensland
in Brisbane, Australia, showed that the NN ensemble was able to outperform modestly the SVR,
obtaining solutions around 1% better after applying the filter feature selection method proposed.

In [Mohammadi2016] Mohammadi et al. applied an ANFIS system to select the most influen-
tial variables in a daily horizontal diffuse solar radiation prediction problem. Relevant variables
were considered in order to study how different groups predict solar radiation: daily diffuse
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and global solar radiation on a horizontal surface, sunshine duration, minimum air temperature,
maximum air temperature, average air temperature, relative humidity, water vapor pressure,
daily maximum possible sunshine duration, solar declination angle and extraterrestrial solar
radiation on a horizontal surface. Four years of measured data from the Iranian Meteorological
Organization (January 2009 to December 2012) were used. Analyses of the best combination
of 3 variables were carried out, showing the percentage of improvement when considering 1, 2
or 3 variables. The best result obtained (3 variables) was over 30% better than the solution of
the system considering just 1 variable. No comparison results with alternative approaches were
shown in the work, which makes difficult a further analysis of the proposal’s performance.

In [Will2011], Will et al. used a hybrid niching GA-LR approach to estimate global solar
radiation in El Colmenar, Argentina. Data from 14 different weather stations were used in this
work. Climatic variables such as daily average temperature, air humidity, atmospheric pressure,
cloudiness, and sunshine hours were considered. The idea was to reconstruct the global solar
radiation from the data in other 13 measurement stations. A niching GA with binary encoding
was considered, where a 1 stands for including a given variable in the prediction, and a 0 stands
for not including it. The LR was used due to its good computational performance and its
interpretability, though the authors admit that NNs could obtain better results. The prediction
obtained was only compared with the niching GA with different number of individuals and
generations, with the best prediction result obtained with 200 individuals and 150 generations,
improving a 3% the solution of the algorithm with 50 individuals and 35 generations. A complete
comparison with alternative approaches was not provided.

In [Aybar2016], Aybar et al. applied a GGA to select the optimal set of features that
maximizes the performance of an ELM for solar radiation prediction. As input variables, the
system used the output of a numerical weather meso-scale model (WRF), i.e. variables predicted
by the WRF at different nodes nearby the objective station. Experiments with real data from
the Radiometric Observatory of Toledo (Spain) showed the good performance of this approach,
in different prediction time-horizons, from hourly to 3 hours ahead prediction. Comparison
with the results of an ELM showed that the feature selection procedure was able to improve
the performance of the system over a 10% in terms of RMSE. In a related approach, Salcedo
et al. in [Salcedo2017], proposed a novel CRO-SP algorithm for a FSP related to global solar
energy prediction in Spain. In this case, the CRO with species was able to select the optimal
number of input features for an ELM algorithm. This approach was compared against different
alternative regressors: an ELM, a hybrid GA-ELM and also the GGA-ELM, in the global solar
radiation Toledo’s data, showing a significant improvement (over 21%) of performance versus
those alternative approaches.

In [Garcia2018], García et al. evaluated three non standard multivariate feature selection
approaches for a problem of solar energy prediction in Spain. Novel methods which automatically
select the most adequate features were compared, adapting strong regression algorithms such as
SVRs or DNNs for feature selection. Comparison with classical feature extraction approaches
such as PCA or Lasso was carried out. Performance improvements over 5% were reported when
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using the machine learning algorithms with feature selection versus the standard techniques.
Finally, note that Yadav et al., in [Yadav2014], offered a first general review of some works

dealing with relevant parameters selection in solar energy prediction problems, in a larger frame-
work of solar energy prediction with NNs.

2.1.3 Feature selection in energy-related problems

The last works discussed in this section are focussed on problems which are related to energy,
but are not direct applications for predicting the main renewable sources. For example, in
[Ahila2015], Ahila et al. classified power system disturbances with hybrid system including
ELMs and PSO. In this case, the PSO approach was used to select the best features to serve as
inputs of the classifier (ELM), and also the number of hidden nodes to enhance the performance
of a multi-linear regression algorithm. Therefore, this system exploits a wrapper approach for
classification disturbances in power systems. The experimental results showed that the proposed
algorithm is faster and more accurate than alternative approaches in discriminating power system
disturbances, producing improvements around 8% in classification accuracy. The database used
included ten different power disturbances (10 classes classification problems), such as voltage
sag, voltage swell, interruption, harmonics, flicker, oscillatory transient, sag with harmonics,
swell with harmonics, notch and spike.

There are some recent works dealing with FSPs applied to electricity load forecasting. In
[Koprinska2015] Koprinska et al. applied different filter feature selection methods to a problem
of short-term electricity load from previous samples. The filter methods considered were based
on autocorrelation of samples, Mutual Information, RReliefF and correlation-based techniques.
The features selected were previously applied to different regressors such as NNs, model tree
rules or linear regressors, in order to obtain accurate prediction of electricity loads. Two years of
Australian electricity load data were used to show the goodness of the filter methods for feature
selection, obtaining improvements between 3% and 4% depending on the method considered.

In [Jurado15], Jurado et al. applied different machine learning methodologies to forecast
hourly energy consumption in buildings. In all cases, hybrid methodologies combining filters
for feature selection (based on entropy measurements) with machine learning methods such as
Fuzzy Inductive Reasoning, RF and NNs, were used. Experiments with actual data were carried
out in Catalonia, Spain, where the different methods have been successfully compared with a
traditional statistical technique (an ARIMA model for energy consumption prediction). The
results showed that AI-based methodologies outperformed classical techniques, by far when the
feature selection step is considered, with improvements over 20%.

Hu et al., in [Hu2015], solved a problem of mid-term electricity loads prediction by using
a MSVR approach and a memetic algorithm for feature selection. This is a wrapper proposal,
where the SVR forecasts the electricity load, whereas the memetic algorithm looks for the best
set of features for the problem. A memetic algorithm is a hybrid approach composed by a
global search algorithm and a local search procedure to enhance the search. In this case, the
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global search algorithm was a firefly algorithm, and a local search based on a ranking of the best
solutions was applied. The performance of this framework to predict daily interval electricity
demands was tested in real data from North America and Australia, where the MSVR approach
obtained important improvements (over 30%) over alternative algorithms based on NNs and
classical SVR without feature selection mechanisms.

Finally, also related to the production of renewable energy in wind farms, Jiang et al.
[Jiang2011] tackled a problem of feature extraction in wind turbine fault diagnosis (vibration
signal analysis of wind turbines). A denoising method based on adaptive Morlet wavelet and
Singular Value Decomposition was applied to feature extraction, producing variables which are
much more interpretable than the previous ones.

2.1.4 Remarks on the FSP for energy related problems

The application of feature selection mechanisms improves the performance of machine lear-
ning prediction in renewable energy-related problems. The improvement fully depends on the
specific application considered, but could be very important, in the range 5% to 40% of the
prediction accuracy, just by including the feature selection algorithm. In all cases, feature selec-
tion implies an extra computational burden for the prediction systems. Filter methods, which
use an external measure previous to the application of the prediction algorithm, are the less
computationally demanding approaches. On the other hand, wrapper approaches may suppose
a heavy burden for the algorithm, and they are usually combined with fast training prediction
approaches. This can be seen in Table 2.1, which shows the most important articles applying
feature selection and related methods to wind and solar energy problems. A first analysis of the
table indicates that wrapper approaches are the most used, mainly in wind energy applications.
Filter feature selection methods have had some impact in solar and energy-related applications.
However, since they usually have less accuracy than wrapper approaches, they are also less used.
The second interesting conclusion which can be drawn from this table is the large amount of
algorithms used in wrapper FSP. Regarding prediction approaches, it is interesting that fast-
trained approaches are more used, as previously suggested. In this sense, there are several works
which bet for linear regression approaches, though in the last years, fast-trained neural networks
like ELMs have been used more frequently.

Another important aspect to be discussed is related to the global search algorithms for wrap-
per feature selection. As can be seen in Table 2.1 there is a large amount of techniques applied,
such as different types of GAs, PSO, DE, HS, CRO, greedy approaches or exhaustive search.
The latter is only possible in those FSP where the number of features involved is small. In
problems with a large amount of features, the search space size is huge (it grows at least as
2N , where N is the number of features considered), so exhaustive search is not a computational
viable option. This is why meta-heuristic approaches are mainly considered for wrapper feature
selection systems. As Table 2.1 reveals, the number and characteristics of meta-heuristics ap-
proaches used in FSPs is large, and, moreover, it is difficult to decide which technique is better,
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Table 2.1: Summary of the most important articles applying feature selection methods in energy
applications.

Reference FSP type Predictor FSP algorithm
Wind energy
[Jursa2007] wrapper NN PSO
[Jursa2008] wrapper NN, K-NN PSO,DE
[Gupta2011] wrapper NN GA
[Kou2014] wrapper GP Greedy

[Salcedo2014b] wrapper ELM CRO
[Salcedo2015c] wrapper ELM CRO (HS)
[Carta2015] filter NN Linear Correlation Coefficient
[Carta2015] wrapper NN Exhaustive search
[Kong2015] feature-extraction SVR, RSVR PCA
[Kumar2015] filter NARX ReliefF
[Zhang2016] wrapper NN, SVR LR
[Jiang2017] filter SVR Kullback-Leibler divergence
[Zheng2017] wrapper ELM PSO, GS
[Zhang2017] wrapper ELM BSA
[Feng2017] feature-extraction NN,SVR,RF PCA, recursive elimination
Solar energy
[Fu2013] feature-extraction LR Image Processing techniques

[Yadav2014b] wrapper NN Exhaustive search
[Wang2015] filter SVM correlation-based
[Rana2016] filter NNs, SVR correlation-based

[Mohammadi2016] Intrinsic ANFIS ANFIS
[Will2011] wrapper LR niching GA
[Aybar2016] wrapper ELM GGA
[Salcedo2017] wrapper ELM CRO
[Garcia2018] Filter DNN, SVR correlation-based

since there is not an unified framework for FSP, and each problem/application has different
properties, so it fully depends on the specific type of FSP tackled.

2.2 Long-term wind speed variability

Long-term wind speed prediction and variability studies are very useful in different energy-
related tasks, such as wind farm location and prospective works, maintenance planning, financial
estimates or long-term electricity generation prediction [Ringkjob2017]. However this, long-term
wind speed analysis has received little attention in the literature.

Several studies are focused on variability studies of monthly and seasonal wind speed. In
[Ringkjob2017], ERA-Interim reanalysis data are used to model part of the long-term variability
of the wind energy resource in central Europe by reconstructing surface wind distributions at
different long-term scales. In [Robert2013] an adaptive general regression neural network is used
to carry out spatial regression of monthly wind speed in the Alps considering NCEP/NCAR
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reanalysis data. In [Tar2008] an analysis of the variability of monthly average wind speed
in Hungary is carried out. The methodology uses a Weibull distribution to model the wind
speed at different altitudes, showing that this distribution seems optimal at monthly scale. In
[Kirchner2013] a study of multi-decadal variability of daily wind speed is carried out using
NCEP/NCAR reanalysis data. In this case, an Evolutionary Computation algorithm was used
to obtain different classes of wind speed, and study their inter-decadal variability. This work
was extended in [Kirchner2015], where the long-term variability of wind power in Iberia was
analyzed.

Other papers are focused on the statistical evaluation of monthly, seasonal or annual wind
speed features in a given zone. For example, in [Ahmed2018] a statistical analysis on the
monthly wind characteristics, using measured wind speed data for a five years period in the
Southern Egyptian desert is carried out. The results show that a 150Mw wind farm could be
successfully planned in the region to supply energy covering the necessities of the nearest cities.
In [Soulouknga2018] an analysis of monthly average wind speed data in Chad is performed using
Weibull distributions. In [Aquila2018] the authors try to identify whether statistically significant
differences exist among the monthly wind average speed of the four major Brazilian states on
wind energy productive capacity. They apply the Nested Gage Repeatability & Reproducibility,
generally used on manufacturing quality management, to the wind speed series of the different
States in order to identify major differences among them.

The analysis of the wind speed climatology in different regions of the World, including
climate change, is the purpose of other studies. For example, in [Bianchi2017] an analysis of the
South American long-term wind speed climatology is carried out, taking into account data from
MERRA reanalysis and the effect of the main climate drivers in the zone, such as the AO or
the ENSO. In [Pryor2006] long-term variability of wind indices is discussed. In [Cannon2015] a
study of wind extremes for wind power generation in England is carried out with reanalysis data
from the last 30 years. Studies of the climate change impact on wind energy always consider
long-term analysis of wind speed data [Pryor2010, Pryor2005, François2017, Pryor2011].

2.3 A review on applications of the CRO algorithm

The CRO algorithm and its variants, described in Section 1.2.2, have been successfully
applied to a large number of optimization and prediction problems. We review here the most
important applications of the algorithm and its different versions, with special detail in problems
related to the topics of this Thesis.

2.3.1 Applications of the CRO in energy-related problems

There are many different problems related to energy which can be stated as optimization
problems. The first one we discuss here is the optimal layout of turbines in wind farms. This
problem consists of choosing the best location of wind turbines in wind farms, in terms of
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different optimization criteria and fulfilling a number of constraints [Serrano2014]. The CRO
has been applied to a problem of turbines layout for of offshore wind farms (wind farms situated
in the sea) in [Salcedo2014]. The basic CRO algorithm showed advantages against other meta-
heuristics in this problem, specifically EA, DE and HS algorithms. The case-studies to test the
CRO were real data from a site for offshore wind farm location in the North sea (Wikinger,
Germany). Figure 2.1 (a) shows the Wikinger area where the wind farm is located, and the
possible points to install the wind turbines. A design with 20 turbines was carried out, using as
objective function the maximization of the Annual Energy Production (AEP) in the wind farm.
Figure 2.1 (b) shows the layouts obtained with an evolutionary algorithm (AEP 84.256 Mwatt)
and Figure (c) the result with the CRO (with an AEP of 84.352 Mwatt).
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Figure 2.1: Wikinger wind farm (North sea); (a) Wind farm contour and possible location points;
(b) Best solution obtained with an EA; (c) Best solution obtained with the CRO approach.

Wind speed prediction is another problem where the CRO has been successfully applied
[Salcedo2015c]. In this case, the CRO has been used as part of a feature selection of the best
variables to feed a neural network (an ELM, specifically) to carry out the prediction. In this
case, the exploration of the algorithm is carried out by means of a HS search procedure as
broadcast spawning, instead of using a classical crossover. The inclusion of this search pattern
seemed to improve the performance of the CRO-ELM in this problem of wind speed prediction.
In a similar approach, the CRO algorithm has been applied to solar radiation prediction in
[Salcedo2014e]. In this case, the approach is slightly different from the application in wind
speed prediction, since now the number of predictive variables (inputs) is small, and there is not
a real need for feature selection. On the contrary, the CRO has been applied to slightly modify



2.3. A review on applications of the CRO algorithm 29

the ELM weights, in such a way that the ELM prediction is improved. Results in real data from
the radiometric observatory of Murcia (Spain) showed that the hybridization of the ELM with
the CRO was able to improve the performance of the former in this problem of solar radiation
prediction.

Table 2.2: Variables considered in the problem of energy demand estimation at a nation level.
# variable
1 GDP
2 Population
3 Export
4 Import
5 Energy Production (kTOE)
6 Electricity power transport (kWh)
7 Electricity production(kWh)
8 GDP per unit of energy use
9 Energy imports net (% of use)
10 Fossil fuel consumption (% of total)
11 Electric power consumption (kWh)
12 CO2 emissions total (Mtons)
13 Unemployment rate
14 Diesel consumption in road (kTOE)

Another application of the CRO approach in energy is focused on a problem of total energy
demand estimation at nation’s level [Salcedo2017b]. The problem consists of estimating (within
a given time-horizon prediction) the energy that will be consumed in a country using macro-
economic variables. This problem had been previously tackled using different meta-heuristics
[Ceylan2004, Kiran2012, Salcedo2015], but the application of the CRO brought novelties, both
in the problem’s resolution, and also in terms of meta-heuristics design. In [Salcedo2017b] the
concepts of CRO with species and substrates were introduced to tackle this problem of energy
demand estimation, concepts that have been developed later on to obtain new co-evolution
approaches. This problem can be stated as estimating the total energy demand in a country
(Spain) with a time horizon of 1 year: f = Ek+1(xk), where the predictive variables for time k
are matched with the energy demand for time k+ 1. Data from 1980 to 2011 are available, with
a total of m = 14 predictive variables described in Table 2.2. A maximum number of features is
set (m′ = 4 in this case) for all models considered, so note that a feature selection mechanism
is applied by using a binary encoding. A set of T = 6 different models for the calculation of the
energy demand estimation were taken into account, and the parameters of each model (wx) are
also considered in the corals’ encoding:
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• 1. Linear model (lin):

s1,w = w1 + w2 · x1 + w3 · x2 + w4 · x3 + w5 · x4 (2.1)

• 2. Exponential model (exp):

s2,w = w1 + w2 · xw3
1 + w4 · xw5

2 + w6 · xw7
3 + w8 · xw9

4 (2.2)

• 3. Logarithmic model (log):

s3,w = e(w1+w2·|ln(x1)|w3 +w4·|ln(x2)|w5 +w6·|ln(x3)|w7 +w8·|ln(x4)|w9 ) (2.3)

• 4. Quadratic model, version A (qua):

s4,w = w1 + w2 · x1 + w3 · x2 + w4 · x3 + w5 · x4 + w6 · x1 · x2 + w7 · x1 · x3+

+w8 ·x1 ·x4 +w9 ·x2 ·x3 +w10 ·x2 ·x4 +w11 ·x3 ·x4 +w12 ·x2
1 +w13 ·x2

2 +w14 ·x2
3 +w15 ·x2

4 (2.4)

• 5. Quadratic model, version B (qub):

s5,w = w1 + w2 · xw3
1 + w4 · xw5

2 + w6 · xw7
3 + w8 · xw9

4 + w10 · x1 · x2+

+w11 · x1 · x3 + w12 · x1 · x4 + w13 · x2 · x3 + w14 · x2 · x4 + w15 · x3 · x4 (2.5)

• 6. Mix model (mix):

s6,w = w1 + w2 · e(w3+w4·x1+w5·x2+w6·x3+w7·x4). (2.6)

With these prediction models, an error function is needed to measure the quality of the
prediction. For example the Mean Square Error, defined, for a given model h as:

εMSE = 1
N

N∑
j=1

(
Ek+1(xk)− sh,w

)2
, (2.7)

Note that the use of different models complicates the problem, since each model implies a
different encoding, with different length (for example model s1,w induces an encoding of length
19 (14 binary variables plus 5 from w), and model s5,w encoding length is 29 (14 binary + 15
from w)). In this case, the use of the CRO-SP described in Section 1.2.3 and CRO-SL (Section
1.2.3) can solve the problem. In the CRO-SP each species stands for a given model s, and the
encoding of the corals in the reef is the following:

Ξti,j = [t|I|w] , (2.8)
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where t stands for the species number (model to calculate the energy estimation), I is the binary
part for feature selection and w stands for the model’s parameters. On the other hand, in the
CRO-SL, the encoding is as follows:

Ξi,j = [I|w] , (2.9)

where I is the binary part for feature selection, and w stands for the parameter of the models.
The length of w is equal to the maximum length required by the largest model considered (all
corals in the reef have the same encoding, and the substrate layer stands for the different models
considered in the problem, i.e. now each substrate represents a different model, and each coral
is evaluated with a different objective function to estimate the energy demand depending on the
substrate it falls).

As previously mentioned, in [Salcedo2017b] the specific case of energy demand estimation
in Spain from macro-economic variables has been tackled. The CRO-SP and CRO-SL have
been used, obtaining good results, slightly better in the case of the CRO-SL as can be seen
in [Salcedo2017b]. From the algorithms’ point of view, the convergence of both approaches
is different. Figure 2.2 shows the differences in convergence of the CRO-SP and CRO-SL in
this problem. As can be seen, in the CRO-SP (Figure 2.2 (a)), the worse species perish with
the algorithm’s generations, and finally only the best one (the best energy model in this case)
remains in the reef. The effect of fitness increasing is because the best individual of a given
species is killed by another individual (from a different species). This can also be seen if we
represent the number of corals belonging to each species in the reef (Figure 2.3). As can be seen,
the number of corals belonging to each species is variable in the reef evolution. On the other
hand, Figure 2.2 (b) shows the evolution of the CRO-SL, and as can be seen, in this case all the
substrates remain equal until the end of the evolution, so the effect of species extinction is not
present here. It is important to note that both versions of the CRO algorithm select the same
model for energy demand estimation (the qua, given by Equation 2.4).

Finally, in [Salcedo2016] the CRO-SL algorithm has been successfully applied to a pro-
blem of battery scheduling in a micro-grid with renewable generation (wind and photovoltaic
generations) and variable prices of electricity. The CRO-SL approach was compared with a
deterministic use of the battery, in which it is charged with the maximum possible power every
period of time in which the generation is larger than the load’s demand. On the contrary, in
the periods of time in which the load’s demand is larger than the generation, the battery is
discharged with the maximum possible power. Five substrates were defined in this application
for the CRO-SL: HS, DE, two-points crossover (2Px), multi-point crossover (MPx) and Gaussian
mutation (GM). The CRO-SL approach was able to clearly improve the deterministic use of the
battery in all the tested cases (different weeks periods in different seasons of the year). Figure
2.4 shows the results obtained by the CRO-SL in comparison with those by the deterministic
use of the battery, for a winter week in the micro-grid considered. Note that the use of the
CRO-SL for battery scheduling instead of its deterministic use produces an important reduction
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Figure 2.2: Evolution comparison between the CRO-SP and CRO-SL in the problem of energy
prediction from macro-economic variables in Spain; (a) CRO-SP; (b) CRO-SL.

of the electricity consumption from the main grid, specially in time instants where the electri-
city price is high. Figure 2.5 shows the relative importance of each substrate in the CRO-SL in
this problem, in terms of the percentage of times in which a given substrate provides the best
larva (new solution) in each generation. It seems that the crossover operators are useful in this
application, and also the DE substrate contributes to the evolution, whereas the GM provides
little contribution and the HS substrate does not provide a good exploration of the search space
in this case.
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Figure 2.3: Evolution of the number of corals within generations (CRO-SP) in the problem of
energy prediction from macro-economic variables in Spain.
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2.3.2 Alternative applications of the CRO algorithm

Recently, alternative applications of the CRO algorithms have been successfully introduced
in different research areas. For example, different versions of the CRO have been applied to
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Telecommunication related problems. In [Salcedo2014f] the CRO is introduced to tackle the
problem of optimal distribution of different services over available technologies in mobile com-
munications systems, in order to obtain an optimized-cost network deployment. Different ser-
vices within all the spectrum of mobile communications technologies (2G-GSM, 3G-UMTS,
3G-HSPA and 4G-LTE) have been considered. The CRO obtained improvements in terms of
the network deployment cost, improving the results of a classical evolutionary algorithm and a
Teaching Based Learning meta-heuristic approach. In [Salcedo2014g] another problem of opti-
mal network deployment for 2G-GSM systems is tackled with the CRO algorithm with grouping
encoding. In this case, the optimal location of Base Stations (BSs) is carried out, in terms of
three design objectives: maximization of the network coverage, minimization of the installation
cost, and minimization of the electromagnetic pollution caused by the installation of new BSs.
A CRO with a specific grouping encoding [Falkenauer1992] was applied, obtaining a solid algo-
rithm which is able to manage several solutions involving a different number of BSs in the same
population. The performance of the grouping CRO in this problem was tested in comparison to
alternative grouping versions of EAs, HS and PSO algorithms. In [Salcedo2016b], a different ver-
sion of this problem was also tackled with the grouping CRO approach. In this case, a capacity
constraint in BSs was considered, in such a way that the number of users in each BS is restricted.
The CRO obtained again very good performance. In [Li2016] the coverage optimization problem
in a directional sensor network was formulated as a multi-objective optimization problem. The
problem’s definition takes into account the coverage rate of the network, the number of working
sensor nodes and the network’s connectivity. A Tchebycheff decomposition method is introduced
in this paper making possible to decompose the multi-objective problem into a single-objective
problem. A novel LA-CRO is then introduced to solve the problem, in such a way that the LA-
CRO obtains the best set of parameters for this problem. The LA-CRO approach was tested
in several computational tests on this problems, showing a good performance. In [Ficco2016]
a cloud resource allocation problem with the CRO is tackled. In this case, the CRO is used



2.3. A review on applications of the CRO algorithm 35

to model cloud elasticity in a cloud-data center and on the classic Game Theory to optimize
the resource reallocation schema with respect to cloud provider’s optimization objectives and
customer requirements.

There are other research areas where the CRO and its versions have obtained good results.
For example, in [Yang2016] a hybrid DECRO has been applied for the optimal training of ELM
networks. Experimental results in different sets have shown that DECRO-ELM can reduce the
prediction time of original ELM, and obtain better performance for training ELM than both
DE and CRO on their own. In [Medeiros2015] the CRO performance in clustering-related pro-
blems has been studied. The CRO has been adjusted to provide a good clustering partition for
different datasets. Three new modifications of the CRO algorithm and an index to be used as
objective function for the problems have also been introduced in [Medeiros2015]. A comparison
of the different CRO version with a hybrid genetic algorithm for clustering is carried out to
show the performance of the CRO in these problems. In [Silva2016] the CRO is used to combine
multiple partitions generated by different clustering algorithms into a single clustering solution.
The CRO was able to improve the solution of a classic GA for this task. In [Pichpibul12] a
novel version of the CRO for the capacitated vehicle routing problem is introduced. The modi-
fication of the CRO algorithm consists of using an initial solution for the problem based on the
probabilistic Clarke-Wright savings algorithm [Pichpibul12b], and then improve the obtained
solution with the CRO mechanism. This approach has been tested in 14 well-known capaci-
tated vehicle routing benchmark instances, and compared it with other existing algorithms in
the literature, obtaining competitive results. In [Deniz2016] a discussion on the CRO suitabil-
ity for the dynamic cell formation problem is carried out. In [Yawei2016] an application of
the CRO to the optimal parameters’ identification of a permanent magnet synchronous mo-
tor is presented. The CRO has been compared against a PSO algorithm with least squares,
outperforming this approach in obtaining the best set of parameters for the motor. Recently,
two works have described the performance of the CRO and CRO-SL in a problem of medical
image registration [Bermejo2017, Bermejo2018]. In this case, the CRO or CRO-SL is used to
estimate the optimal transformation of a medical image to fit to an objective image. In both
cases, the CRO-based algorithms have been benchmarked with state-of-the-art evolutionary and
non-evolutionary image registration methods, showing their good performance in all cases. The
CRO-SL algorithm has been applied to different problems of vibration cancellation in buildings.
Specifically, in [Salcedo2017] the CRO-SL has been applied to a problem of Tuned Mass Dumper
(TMD) design, a passive vibration cancellation method used in many buildings. In this case,
the CRO-SL is used to adjust the parameters of the TMD to cancel the required frequencies in
a building. The evaluation of the CRO-SL performance has been carried out with simulation
and also in a constructed laboratory model. In [Camacho2018] the CRO-SL has been applied
to the design of an active method for vibration cancellation. In this case, the CRO-SL is used
to tune an Active Vibration Control (AVC), via inertial-mass actuators. It is shown that the
AVC optimization with the CRO-SL is a viable technique to mitigate human-induced vibrations
in civil structures. Finally, the basic version of the CRO has been applied to problems of time
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series segmentation in [Duran2017, Duran2018]. In [Duran2017], the CRO has been applied
to the segmentation of specific time series of wave height, for marine energy applications. In
[Duran2018], the study is deeper, and it includes the optimal segmentation of different times
series with a statistically-driven CRO version, where some of the CRO parameters are set by
means of statistics of the reef solutions.



Chapter 3

Feature section in wind energy
prediction systems

3.1 Introduction

Wind energy is currently the most important sustainable energy source in the World, in
terms of annual growing, penetration in the power system and economic impact [Kumar2016].
One of the problems of wind energy is that it exhibits intermittent generation (depending on
the weather conditions) [Yan2015], which makes difficult its integration in the system. Wind
power generation forecasting is therefore a key factor to improve this integration [Tasci2014,
Salcedo2015c, Renani2016, Capellaro2016, Munteanu2016].

Nowadays, modern forecasting models for short-term power prediction (or, equivalently,
the wind speed) in wind farms are based on the combination of physical and statistical
models [Costa2008]. The physical models can be global, meso-scale or even local, taking
into account the specific orography of the wind farm [Landberg1999, Landberg2001]. Sta-
tistical models are usually included in prediction systems jointly with physical models. It
has been shown that they produce a significant improvement in the prediction when com-
pared with purely physical approaches. In the last few years, many different statistical
approaches have been applied to wind speed prediction, including linear prediction models
[Riahy2008], classical Box-Jenkins methodologies such as auto-regressive models [Torres2005]
and other time series analysis such as the Mycielski algorithm [Hocaoglu2009], different clus-
tering algorithms [Kusiak2010b], and several modern computational approaches such as neu-
ral networks [Barbounis2007, Li2001, Bilgili2007, Salcedo2009, Salcedo2009b, Li2010], neural
networks ensembles [Kusiak2010], Bayesian methods [Jiang2013], Support Vector Machines
[Mohandes2004, Salcedo2011, Ortiz2011], or hybrid methods, combination of the previously men-
tioned techniques: neural networks and auto-regressive models [Khashei2009], auto-regressive
models and Kalman filtering [Liu2012], neural networks and Markov models [Pourmousavi2011],
wavelets and neural approaches [Zhang2013, Liu2013], etc.

37
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Figure 3.1: Hybrid CRO-SL-ELM system for wind speed prediction with feature selection (see
text for details).

Many of the statistical approaches included in short-term wind speed prediction systems
use the output of physical models (meteorological variables) as input, trying to improve the
quality of the prediction result. Meteorological variables measured or modeled at different
points can be used as inputs for the statistical methods, such as wind force and direction,
temperature, pressure, etc. In fact, even if we consider a reduced-size grid, the number of
available meteorological variables (from a given physical model), is huge, and some variable
selection is needed, as pointed out in Section 2.1. We therefore deal with a problem of feature
selection in a wind speed prediction system, based on data from numerical models, with an
statistical final approach given by a prediction algorithm. The two systems applied follow the
structure given in Figure 3.1, and consist of a hybrid approach, mixing a meta-heuristic algorithm
for feature selection (CRO or CRO-SL) with an ELM for prediction. They are, therefore,
wrapper approaches for the FSP. After the FSP, the wind speed prediction is obtained by means
of another ELM or alternative prediction mechanism, trained only with the selected variables
after the FSP. Two different cases of study are included in this section: first, we evaluate the
performance of the CRO approach in a FSP problem in a wind farm located at the west coast
of the USA. Second, an enhanced CRO-SL algorithm is described for a FSP problem in Spain.
Comparative results with alternative meta-heuristics and final prediction are provided in the
discussion of these applications.
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3.2 FSP with the CRO-ELM algorithm

We consider a grid Ω formed by N × N nodes and a given measuring tower M. We also
consider a time series of wind speed values in M, and a times series ofM meteorological variables
(features) in each node of the grid, obtained from a given physics-based prediction model. The
wind speed series in M, and the meteorological series in the points of the grid are synchronized
in time. Note that for large values of M , the number of available meteorological variables is
huge (may be over 5000). The problem consists of predicting the wind speed in M by using the
predictive meteorological variables of the grid points. Figure 3.2 shows an example of a grid Ω
and measuring tower M. We consider then a fix number m of final meteorological variables (out
of the total n = M × (N × N)) to do the wind speed prediction. In this case we have carried
out experiments with different number of fixed variables m, so the objective of the problem is
to obtain the best set of m variables that provides the best performance of the system in terms
of wind speed prediction.

Meteorological Tower.

Temporal series of

wind speed values.

In each node of the grid:

Temporal series of

meteorological variables

(predictors)

Figure 3.2: Example of the grid and measuring tower in a wind farm.

With this in mind, the encoding of each coral Ξ (problem’s solution) in the CRO is the
following: each meteorological variable included in the prediction system needs a total of four
parameters to be identified, (x, y, id,ma), where x stands for the x-coordinate in the grid, y
stands for the y-coordinate in the grid, id stands for the variable identifier and ma is a binary
variable in such a way that a 1 means that we consider a moving average of the series of that
variable, and a 0 means that it is not considered. The final encoding of a coral in the algorithm
is therefore a (m× 4)-length vector:

Ξ = [x1, y1, id1,ma1, . . . , xm, ym, idm,mam] (3.1)

In order to test the performance of the CRO-ELM algorithm for short-term wind speed
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prediction, we have carried out a number of experiments with real wind speed data from a
measuring tower (M) in a wind farm in USA (see Figure 3.3). In the following sections we
describe in detail the data used to evaluate the CRO-ELM performance, the predictive variables
considered in this case, as well as a brief description of alternative algorithms we have used to
contextualize the CRO-ELM analysis.
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Figure 3.3: Location of the wind farm considered to test the CRO-ELM algorithm.

3.2.1 Data used, variables considered and methodology

One year of hourly 10m wind speed data (01/03/2007-29/02/2008) is considered. An 11×11
grid with a 5 km resolution surrounding the measuring tower is taken into account, and in each
node of the grid, a series of 27 meteorological variables (at different height levels) is considered.
Table 3.1 shows the predictive meteorological variables taken into account. Variables in the
analysis period (01/03/2007-29/02/2008) have been obtained with a meso-scale WRF model
[Skamarock2005] in backcast or hindcast mode, using the National Center for Environmental
Prediction and National Center of Atmospheric Research (NCEP/NCAR) global Reanalysis
dataset. The WRF is a powerful meso-scale numerical model prediction system designed for
atmospheric research and also for operational forecasting needs. It was developed in collabo-
ration by the NCAR, NCEP, FSL, AFWA, the Naval Research Laboratory, the University of
Oklahoma, and the FAA of the USA. Note that there are 27 predictive variables, some of them
are direct outputs of the meso-scale model and some others corresponding to derived variables
(functions such as logarithms or exponential of direct variables). As mentioned, we also consider
the possibility of a moving average on the variable series, so we finally have M = 54 possible
variables to be selected in each grid point. Thus, the total number of variables involved in the
problem is n = M × (N ×N)) = 54 · 121 = 6534 variables. We have first split the available data
into a training (75% of the data) and a test set (25%). After this first splitting of the data, the
following methodology has been carried out. The RMSE will be used as coral health (objective)
function in the CRO algorithm. However, this RMSE must be calculated in the CRO considering
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only the training data. In order to obtain an objective measure of RMSE which provides then
the best generalization of the algorithm, we have included a procedure of n cross-validation, in
which the training data is split again into n sets, and the ELM is trained with n − 1 of these
sets and tested in the remaining one, in such a way that all the sets are used as test set. The
RMSE provided as health function of the coral will be the average of all the RMSE obtained
for each of the sets. In a final step, after the best coral has been obtained in the CRO, we can
obtain its final associated RMSE in the test set as the final result of the CRO-ELM. Note that
all the results shown in this paper are referred to this final RMSE in the test set.

Table 3.1: Predictive meteorological variables used in the short-term wind speed prediction
problem considered.

id # Meteorological variable

direct measures

0-5 wind speed and direction at different heights (0m, 10m, 20m, 50m, 80m, 100m)

6-10 wind direction at different heights (0m, 10m, 20m, 50m, 80m)

11-13 temperature at different heights (0m, 2m, 20m)

14 specific humidity (2m)

15 Sea Level Pressure

16 long wave down radiation (0m)

17 short wave down radiation (0m)

18 precipitation

19-26 function combinations (log, exp) of variables 0-18

3.2.2 Algorithms for comparison

We can establish two levels of comparison with the CRO-ELM. First, we can evaluate the
goodness of the CRO as global searcher. In order to do it, we have used an EA [Eiben2003] to
solve the same FSP associated with short-term wind speed prediction. In this case, the structure
of the algorithm for comparison is exactly the same that the proposed approach, substituting
the CRO by an EA. A standard EA with two-points crossover and Gaussian integer mutation
has been used in this comparison. The second level of comparison is the evaluation of the ELM
as a regressor. In this case, note that the computation time of any candidate to substitute the
ELM in the approach must be extremely fast. Otherwise, the computation time of the algorithm
could be completely unacceptable. Considering this important constraint, we have tested a LR
to substitute the ELM in this second comparison carried out, to form a CRO-LR algorithm.
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3.2.3 CRO-ELM results

Table 3.2 shows the results obtained (in terms of RMSE) by the CRO-ELM and EA-ELM
approaches. It is easy to see that the CRO-ELM algorithm obtains better results than the
EA-ELM in all the experiments carried out, with a small error in wind speed prediction. The
average improvement over the EA-ELM algorithm is about 2%. This may seem a small figure,
but it represents an important improvement in terms of energy production and obtained revenue
for an average wind farm, as we will show in the discussion of this section. Note that the wind
speed prediction system is able to obtain accurate wind speed prediction, with a mean square
error in the test set around 2.5 m/s. It is interesting that the best result obtained with the
CRO-ELM contains m = 9 variables. This means that we have reduced the total 6534 initial
possible variables to just 9, keeping the accuracy in the prediction. This implies an improvement
in the wind speed prediction system in terms of computational complexity, since once the system
is trained, we will have to consider just 9 variables to obtain a good wind speed prediction.

Table 3.2: Results obtained with the CRO-ELM and EA-ELM in the FSP problem associated
with short-term wind speed prediction.

# predictive RMSE RMSE

variables CRO-ELM [m/s] EA-ELM [m/s]

4 2.57 2.61

5 2.56 2.59

6 2.55 2.59

7 2.53 2.58

8 2.54 2.57

9 2.50 2.56

10 2.50 2.57

11 2.51 2.58

12 2.52 2.58

13 2.51 2.59

14 2.51 2.59

15 2.53 2.60

In the second comparison carried out to evaluate the performance of the algorithm, we
analyze a comparison between the CRO-ELM and CRO-LR approaches. In this case we focus
on the case of 9 final variables. The result obtained by the CRO-LR is in this case 2.99 m/s
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in RMSE. This results is poorer than the one obtained with the ELM, which seems to be more
accurate with a similar computational cost. Figure 3.4 shows the best CRO evolution obtained,
considering cross-validation RMSE with the ELM and LR regressors. We can also have a visual
shot of the CRO-ELM performance in this problem by comparing the best wind speed prediction
obtained against the real wind speed. Figure 3.5 shows such a comparison. It is easy to see that
the CRO-ELM obtains an accurate reconstruction of the wind speed, missing some ramps, but
following quite well the wind speed trend in general.
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Figure 3.4: Best CRO-ELM and CRO-LR evolution (see text for details); (a) CRO-ELM; (b)
CRO-LR.
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Figure 3.5: Wind speed prediction obtained with the CRO-ELM algorithm and real wind speed.



44 Chapter 3. Feature section in wind energy prediction systems

3.2.4 Further analysis on the CRO-ELM approach and discussion

In the previous section we have analyzed the performance of the ELM and LR evolution
(using a CRO and EA algorithms), in order to fix a small number of predictive variables in
a problem of wind speed forecast. As has been mentioned, the election of the ELM or LR
algorithms is useful because the wrapper feature selection requires low computational approaches
to be hybridized with the global search algorithms. There are, however, powerful algorithms for
regression that could produce excellent results in wind speed prediction. One of these approaches
is the SVR algorithm [Smola2004], that is known to be one of the most accurate existing regressor
approaches, and it has been successfully applied to wind speed prediction previously [Ortiz2011,
Salcedo2011]. On the other hand, this algorithm involves a high computation time, even harder
if SVR parameters are sought previously to its application to the problem (in this case we
obtain the SVR parameters by using a grid search approach). Thus, it is not directly applicable
in hybridization with the CRO, but, we could, of course, test its performance by applying it to
the features selected by the CRO-ELM or CRO-LR algorithms. The idea is to select the best
reduced set of predictive feature with the CRO-ELM or CRO-LR, and then using the SVR to
test this reduced set of features. We have carried out this experiment, in the case of a set of
9 features. Table 3.3 shows these results. Note that the SVR approach applied to the features
selected either by the CRO-ELM or CRO-LR provides worse results than the ELM.

Table 3.3: Results obtained (RMSE in m/s) with the ELM and SVR approaches as prediction
algorithms, using the features selected by the CRO-ELM and CRO-LR algorithms.

ELM SVR

CRO-ELM 2.50 2.92

CRO-LR 2.68 2.99

In order to analyze the impact that the improvement in wind speed prediction has in terms
of economical revenues: we have obtained the energy production series from the wind speed
series, by using the model in [Norgaard2004]. This model considers the behavior of complete
wind farms and not only isolated wind turbines. We have assumed an average wind farm with
50Mw, with standard losses and wind turbines availabilities. Due to the non-linearity of energy
production with the wind, in this case, the RMSE in energy is similar to the one obtained for
the wind (about 2%). Considering the Spanish case, in which penalties for errors in wind energy
production are different depending on the hour and there are differences in penalties for under
and over estimation of production, an improvement of 2% in the wind speed prediction implies a
revenue in the final wind energy price about 0.1% approximately. In Spain, for a standard 50Mw
wind farm and a medium capacity of 26.5% this implies an extra income of 6500 Euros/year.
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3.3 FSP with the CRO-SL-ELM algorithm

For the analysis of the CRO-SL-ELM, we consider real wind data from a wind farm located
in northern Spain, Figure 3.6. Ten years of data are available, from 11/01/2002 to 29/10/2012,
80% of them will be used to train the prediction system, whereas the remainder 20% will be used
for test purposes. Regarding predictive variables, a total of 98 meteorological variables serve
as initial input parameters in this case. All the predictive variables have been obtained from
the WRF in a single node, which corresponds to the wind farm situation. The CRO-SL-ELM
is then applied as a system to obtain a wind speed prediction from these variables. Table 3.4
summarizes the complete set of variables from the WRF meso-scale model considered. Among
the variables considered, we have chosen those which may have direct relationship with the
wind speed in the objective site, for example wind speed and direction in the WRF nodes at
different levels, pressure, temperatures at different levels, etc. We also consider some indirect
measurements which are displayed in the table as g(x), where g stands for a function such as
logarithmic or exponential, and x stands for the corresponding direct predictive variable. In this
case, the encoding of each coral Ξ is simpler than in the previous problem, since all the variables
have been previously numbered. Then, a binary encoding is possible for Ξ in this case, where a
1 stands for considering the feature and a 0 for discarding it.
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Figure 3.6: Wind farm considered for the experiments in the CRO-SL-ELM case.

The ELM is trained with an hourly prediction time horizon, and then a daily prediction
from the average of hourly results is also obtained. Thus, we use different objective functions to
evaluate the features selected by the CRO-SL:

f1(x) = r2
h, (3.2)

This first objective function only considers the Pearson coefficient r2
h for the wind speed hourly

prediction.

f2(x) = 0.4 · r2
h + 0.6 · r2

d, (3.3)



46 Chapter 3. Feature section in wind energy prediction systems

The second objective function considers both the hourly and daily prediction time-horizons,
using some weights to combine both predictions. The last objective function does the same, but
with a small weight in the wind speed hourly component:

f3(x) = 0.1 · r2
h + 0.9 · r2

d, (3.4)

3.3.1 CRO-SL-ELM results

As initial reference values we show in Table 3.5 the results obtained by an ELM and a MLR
algorithm [Brown2009] (used as baseline approach), with the 98 input variables, i.e. without
any feature selection mechanism. As can be seen, the hourly prediction of the wind speed with
these methods from numerical weather variables is good, obtaining correlation coefficient of 0.69
and 0.68, respectively. Table 3.6 shows the performance of the hybrid CRO-SL-ELM algorithm.
A comparison with a CRO-ELM approach similar to that in [Salcedo2014b] but considering
a binary encoding, and with a CRO-MLR and CRO-SL-MLR is also shown in this table. It
is possible to see that the CRO-SL-ELM is able to improve the accuracy of the ELM on its
own. This indicates that a process of feature selection is positive for improving the prediction
capability of the system. Regarding the comparison with the CRO, Table 3.6 shows that the
system with the CRO-SL obtains better results than the system with the basic CRO. It is an
indication that the CRO-SL is able to better explore the search space. The results obtained also
show that the hybrid CRO-SL-ELM outperforms CRO-MLR and CRO-SL-MLR, i.e. the ELM
works in general better than the MLR as final prediction mechanism. The feature selection
process is also positive when the MLR was used as final regression, improving the performance
of the MLR on its own. Note that the solution provided by the basic CRO included 52 features
out of the initial 98, but the CRO-SL provided a better solution with 25 features. Table 3.7
shows the best set of features according to the CRO-SL with f1 objective function.
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Table 3.4: Complete set of predictive features from the WRF model for wind speed prediction.

# Variable name

1 wind speed(10m) ϑ10
2 wind direction(10m) θ10
3 wind speed(20m) ϑ20
4 wind direction(20m) θ20
5 wind speed(50m) ϑ50
6 wind direction(50m) θ50
7 wind speed(100m) ϑ100
8 wind direction(100m) θ100
9 wind speed(200m) ϑ200
10 wind direction(200m) θ200
11 wind speed(500hPa) ϑ500hP a

12 wind direction(500hPa) θ500hP a

13 temperature(0m) T0
14 temperature(2m) T2
15 temperature(20m) T20
16 temperature(50m) T50
17 specific humidity (2m) q

18 pressure(0m) P

19 long wave down(0m) Iwd

20 short wave down(0m) Swd

21 precipitation (0m) p

22 wind speed(80m) ϑ80
23 wind direction(80m) θ80
24 power(80m) Pw

25 ϑ2
10 ϑ2

10
26 ϑ3

10 ϑ3
10

27 g(T20/T50) gT20/50
28 g(T2/T50) gT2/50
29 g(T0/T50) gT0/50
30 g(ϑ500/ϑ50) gϑ500/50
31 g(ϑ500/ϑ20) gϑ500/20
32 g(ϑ500/ϑ10) gϑ500/10
33 g(ϑ50/ϑ20) gϑ50/20
34 g(ϑ50/ϑ10) gϑ50/10
35 g(ϑ20/ϑ10) gϑ20/10
36 u10 u10
37 v10 v10
38 u20 u20
39 v20 v20
40 u50 u50
41 v50 v50
42 u100 u100
43 v100 v100
44 u200 u200
45 v200 v200
46 u500hP a u500hP a

47 v500hP a v500hP a

48 u80 u80
49 v80 v80
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Table 3.5: Results of the hourly and daily wind speed estimation by the ELM and MLR with
all features considered (98).

RMSE [m/s] MAE [m/s] r2

hourly
ELM 1.75 1.33 0.69
MLR 2.11 1.66 0.68
daily
ELM 0.49 0.36 0.90
MLR 1.31 1.19 0.89

Table 3.6: Comparative best results of the hourly wind speed prediction by the ELM and MLR,
with different fitness functions in the CRO and CRO-SL algorithms.

CRO CRO-SL
FITNESS RMSE [m/s] MAE [m/s] r2 RMSE [m/s] MAE [m/s] r2

ELM
f1(x) 1.72 1.32 0.70 1.67 1.27 0.72
f2(x) 1.73 1.32 0.69 1.67 1.28 0.71
f3(x) 1.72 1.32 0.70 1.66 1.27 0.71
MLR
f1(x) 1.80 1.37 0.69 1.73 1.33 0.70
f2(x) 1.78 1.37 0.69 1.73 1.33 0.70
f3(x) 1.77 1.35 0.69 1.72 1.32 0.70
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Table 3.7: Best set of features selected by the CRO-SL (f1(x), 25 features).

Feature # Variable

1 ϑ10
2 θ10
5 ϑ50
7 ϑ100
12 θ500hP a

13 T0
14 T2
28 gT2/50
29 gT0/50
31 gv500/20
39 v10
40 u50
41 v50
42 u100
43 v100
45 v200
48 u80
49 v80
54 ma(ϑ50)
56 ma(ϑ100)
62 ma(T0)
86 ma(v10)
88 ma(v20)
90 ma(v50)
98 ma(v80)

The effect of including several objective functions with different weights for hourly and daily
prediction (see Equations (3.2) to (3.4)), can be evaluated by analyzing Table 3.8. Note that in
daily prediction the inclusion of a feature selection mechanism also improves the performance
of the prediction system (see also Table 3.5 to compare the results without feature selection).
In this case the CRO-SL-ELM system is able to obtain a value for r2 of 0.93, improving the
0.90 of the ELM without feature selection procedure. In spite of this improvement in prediction
performance, note that f1 is again the objective function which produces the best results in
terms of daily wind speed prediction, which indicates that objective functions f2 and f3 (which
included specific daily prediction terms), are not able to improve the prediction.

Another comparison is carried out by considering the best solutions found by the CRO-
ELM and CRO-SL-ELM algorithms, and use them in alternative regression mechanisms. In
this case, we consider the SVR [Smola2004] and the MLP neural network, trained with the
Levenberg-Marquardt algorithm [Hagan1994], as final regression mechanisms. We have chosen
these regressors since they have also provided good results in alternative problems. Table 3.9
shows the performance of both approaches using the solutions from the CRO-ELM and CRO-
SL-ELM. As can be seen, the SVR is not able to improve the performance of the ELM in the
final prediction. Moreover, it seems that the features selected by the CRO-ELM degrade the
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Table 3.8: Comparative best results of the daily wind speed estimation by the ELM and MLR,
with different fitness in the CRO-ELM and CRO-SL-ELM algorithm.

CRO CRO-SL
FITNESS RMSE [m/s] MAE [m/s] r2 RMSE [m/s] MAE [m/s] r2

ELM
f1(x) 0.48 0.36 0.92 0.47 0.37 0.93
f2(x) 0.50 0.38 0.91 0.45 0.32 0.92
f3(x) 0.51 0.37 0.90 0.47 0.36 0.92
MLR
f1(x) 0.67 0.47 0.89 0.56 0.38 0.89
f2(x) 0.63 0.46 0.89 0.57 0.40 0.90
f3(x) 0.65 0.45 0.88 0.56 0.40 0.90

SVR performance significantly. The SVR using as inputs the solution by the CRO-SL-ELM
performs better, but it is still not able to improve the prediction of the ELM as final regressor.
This behaviour of the SVR can be determined by the number of features, since the CRO-ELM
obtains a solution with 52, whereas the best solution by the CRO-SL-ELM has 25. The MLP
has a better behaviour, producing better results than the SVR. The application of the feature
selection mechanism seems to be positive in this case, and the MLP results improve when the
CRO or the CRO-SL algorithms for FSP are previously applied. In this case, the system with
the MLP as final regressor obtains better results than using the MLR, but it is worse than the
CRO-SL-ELM previously analyzed.

Table 3.9: Comparative best results of the hourly wind speed estimation by a SVR and MLP
regressors, with all features, CRO-ELM and CRO-SL-ELM, considering fitness function f1.

RMSE [m/s] MAE [m/s] r2

SV R (All features) 2.82 2.13 0.20
SV R (FSP CRO) 2.63 1.97 0.40
SV R (FSP CRO-SL) 1.69 1.28 0.71
MLP (All features) 1.83 1.41 0.67
MLP (FSP CRO) 1.74 1.33 0.69
MLP (FSP CRO-SL) 1.71 1.30 0.70

Figure 3.7 shows the scatter plot with and without feature selection (ELM and CRO-SL-
ELM). This figure can be complemented with Figure 3.8, which shows the temporal performance
of the predictions with and without feature selection mechanism. In general both predictions are
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quite accurate, which shows the good performance of the ELM as regressor/predictor. Note that
it is possible to detect differences due to the feature selection process, such as better wind speed
peaks and valleys reconstruction, which produce the improvement in the prediction obtained
with the CRO-SL-ELM algorithm.
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Figure 3.7: Scatter plots of the wind speed hourly estimation by the ELM method for the test
data set: (a) without feature selection; (b) with CRO-SL for the selection.
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Figure 3.8: Temporal evolution of the wind speed hourly estimation by the ELM method for
the test data set: (a) without feature selection; (b) with CRO-SL for the selection.





Chapter 4

Feature selection in a daily global
solar radiation prediction system

4.1 Introduction

Solar energy is a clean and sustainable renewable source, with a high potential for significant
growth in future years. Solar energy development is specially important in the Middle-East,
southern Europe and the USA, places where the solar resource can be exploited all year around
[Kalogirou2014]. An important problem faced by this resource is its integration in the grid
system, because the energy produced by solar facilities is intrinsically stochastic due to the
presence of clouds, atmospheric particles, dust, etc. In order to predict the solar production at
photovoltaic facilities, an accurate GSR prediction at the solar plant is needed (in solar thermal
systems, the direct solar radiation prediction is needed instead). In any case, the solar radiation
reaching a point of the Earth surface completely depends on different atmospheric variables
[Inman2013, Khatib2012, Voyant2011].

A vast amount of different AI-related techniques have been applied for the prediction of GSR
[Voyant2017]. Most of them use different Soft-Computing techniques, with inputs based on me-
teorological and geographical parameters such as sunshine duration, air temperature, relative
humidity, wind speed, wind direction, cloud cover, precipitation, etc [Rehman2008, Bilgili2011].
According to [Belu2013] the design, control and operation of solar energy systems requires long-
term series of meteorological data such as solar radiation, temperature, or wind data. ANNs
are one of the most applied methods in solar radiation prediction problems. In [Yadav2014]
an exhaustive review on solar radiation prediction using ANNs is presented, describing forty
two different researches, each one using as input variables several of the above-mentioned para-
meters. In [Mellit2008], the authors present different Soft-Computing techniques (ANN, Fuzzy
logic, GAs, Expert systems, etc.) applied to different photovoltaic applications: sizing of PV
systems, modeling, simulation and control of PV systems or prediction of PV production using
atmospheric or meteorological data. In some of the works cited, meteorological and geograph-
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ical parameters are also used to increase the accuracy of the systems implemented, such as in
[Sozen2004], where ANNs are used with geographical parameters to estimate solar energy po-
tential in Turkey. In [Behrang2010], different combinations of input variables are considered
and tested with MLP and RBF neural networks. Moreover, results are then compared to con-
ventional GSR prediction models, concluding that the ANN approaches perform better. In a
similar research approach, [Dorvlo2002] carries out a comparison between MLP and RBF neural
networks in a problem of solar radiation estimation. Experiments in eight stations in Oman
show the good results obtained with the neural algorithms. The work in [Bou2017] presents the
performance of ANN in solar energy prediction in Kuwait. Two different training approaches,
gradient descent and Levenberg-Marquart algorithm are tested in five different Kuwaiti loca-
tions. Recently, the use of ELMs as a fast training method for ANNs has been applied due to
the good GSR prediction results obtained. Sahin et al. [Sahin2013] apply ELMs using satellite
measures, concluding that the ELM model performs better than ANN with back-propagation
in terms of GSR estimation and computational time. The ELM’s performance in alternative
radiation prediction systems is also described in [Wu2016, Dong2014, Salcedo2013].

Alternative strong regression algorithms have been applied in solar radiation prediction pro-
blems. Support Vector Regression (SVR) is one of these approaches, which has been successfully
exploited in solar radiation prediction. In [Mohammadi2015] the SVR algorithm has been mixed
with a wavelet transform, in order to improve the performance of the former. Results in an Ira-
nian coastal city have shown the performance of this hybrid proposal. The work [Olatomiwa2015]
presents a firefly meta-heuristic with a SVR for GSR prediction in different locations of Nigeria.
In [Antonanzas2015] solar irradiation mapping is tackled with SVR with exogenous data. Vari-
able selection using a genetic algorithm is also considered in order to improve the performance of
the SVR approach. In [Monteiro2017] a comparison between the performance of SVR and ANNs
is carried out, in a problem of photovoltaic power generation. The work in [Belaid2016] tackles a
problem of GSR prediction with SVRs considering different prediction time horizons. Finally, in
[Chen2011, Qiao2013, Zengand2013], a least-square SVR has been implemented using meteoro-
logical and atmospheric data as predictive variables. The results obtained with the least-square
SVR are compared with those of an auto-regressive neural network and a RBF neural network.

Bayesian methodology has also been applied in solar energy prediction problems. In
[Lopez2005] the description of a Bayesian methodology to determine the most relevant meteoro-
logical input parameters for an ANN in order to determine direct solar irradiance is introduced.
This study concludes that the clearness index and the relative air mass are the most significant
ones. [Yacef2012] also discusses the performance of Bayesian networks in global solar radiation
prediction. A comparison of GSR prediction performance among Bayesian networks, MLPs and
empirical models is carried out. In [Wu2014], several clusters are formed and a prediction model
is trained for each cluster to represent a different pattern in the stochastic component of the
solar radiation, obtaining better results than ARMA or Time-Delay NNs. In [Salcedo2014c], an
approach for daily global solar irradiation prediction based on temporal Gaussian processes is
discussed, improving the performance of a number of alternative regressors such as NNs, SVR
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or regression trees.
Other approaches use all-sky or satellite images in order to obtain solar radiation prediction,

such as [Fu2013], where the prediction of the solar radiation is based on different features
extracted from all-sky images, as previously discussed in Section 2.1.2. On the other hand,
[Senkal2009] and [Deo2017] tackle the problem of solar radiation prediction from satellite images,
in different locations in Turkey and Australia, respectively.

Hybrid approaches, i.e. algorithms which mix some kind of regression techniques with pre-
dictors from different sources have also been used in solar energy prediction problems. In
[Bhardwaj2013] solar irradiation in India is analyzed using a hybrid approach that combines
Hidden Markov Models and generalized fuzzy models. According to Diagne et al. [Diagne2013],
forecasting of GHI can be categorized according to the input variables used, that also determine
the forecast horizon where they perform best. For instance, for time horizons from 4 to 6 hours,
the use of NWP models typically outperforms satellite-based predictions. Moreover, the use of
the WRF meso-scale model (a regional NWP model) hybridized with a Kalman filter reduces
de GHI hour-ahead forecast relative root mean square error (rRMSE) from 35.20% to 22.33%
[Diagne2014]. In [Wu2011] a hybrid approach formed by Time Delay NNs and ARMA models is
shown for short-term (hourly) solar radiation prediction in Singapore. A similar approach which
also mixes ANN and ARMA models is proposed in [Voyant2013]. In this case, the performance
of the methodology is evaluated in different location of the Southern French coast and Corsica.
In [Hocaoglu2008] ANNs are mixed with 2-D linear filters to obtain a hybrid approach for hourly
solar radiation prediction. In [Lima2016] ANNs are hybridized with numerical weather predic-
tion models for solving a problem of surface solar irradiance prediction in Brazil. [Sharma2016]
built a mixed approach formed by an ANN with wavelet transform for solving a problem of solar
irradiance forecasting in 25 different locations of Singapore.

Finally, in [Aybar2016] a GGA is mixed with an ELM for solar radiation prediction at differ-
ent time horizons. In that work, the GGA determines which WRF output variables best refine
the GSR forecast (performed using the above-mentioned ELM approach). In [Salcedo2014b] a
hybrid ELM-CRO is used for solar radiation prediction in Southern Spain, in which the CRO
modifies the ELM weights in order to improve its performance.

In this chapter we use a hybrid CRO-SP with an ELM network approach to predict the
GSR at a given location. For this purpose, we use a vast set of meteorological and atmospheric
variables provided by the WRF, at different points close to the target location under study.
Then, the CRO-SP algorithm is used to determine the best subset of WRF variables that lead
to a best forecast. This problem is known in the literature as statistically downscaling the GSR
prediction of a meso-scale model to a given point [Schmidli2007]. Therefore, the ultimate goal
of this approach is to evaluate what features (predictive variables) from the numerical model
are useful for this downscaling process. Note that in this chapter, each species in the CRO-SP
algorithm represents the use of a different number of WRF variables, i.e. it encodes a different
number of predictive variables considered in the prediction. The complete solar prediction system
(CRO-SP-ELM) will be tested with real data from a radiometric station in Toledo, Spain.
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4.2 Problem formulation

Let It be the global solar radiation in point P (a given location of the Earth’s surface) at time
t and let Ît be the prediction of the global solar radiation in P at the same time instant t. LetM
be a numerical meso-scale model and let V be the output of the model, at a time t at m different
points of a grid. V consists of the prediction at time t of n different atmospheric variables, ϕmn
(m ∈ {1, . . . ,M} and n ∈ {1, . . . , N}). Note that some or all of these variables may be registered
at ground level (l = 0) or at different pressure levels (l ∈ {0 . . .L}). The output of M can be
expressed as V = (ϕ11, . . . , ϕ1N , ϕ21, . . . , ϕ2N , . . . , ϕM1, . . . , ϕMN ), as shown in Figure 4.1.

P

m=1
m=M

m
(𝜑'(, 𝜑'*, … , 𝜑',)

(𝜑.(, 𝜑.*, … , 𝜑.,)
(𝜑((, 𝜑(*, … , 𝜑(,)

Pressure	level	 l=L

Pressure	level	l

Pressure	level	l=0

Figure 4.1: GSR prediction scheme used.

The problem we tackle consists in obtaining and accurate GSR estimation Ît (in terms of
the RMSE with respect to the real measurement It) at point P from the WRF model outputs
V.

4.3 Objective variable data and predictive variables considered

In this work, P pinpoints at the radiometric station of Toledo, Spain (39◦ 53’N, 4◦ 02’W).
Figure 4.2 (a) shows the measuring station’s location within the Iberian Peninsula. The predic-
tive variables considered V are the outputs of the WRF model at the two grid points (M = 2)
closest to the station (in terms of the minimum Euclidean distance) and located at (39◦ 51’N,
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4◦ 01’W) and (40◦ 02’N, 4◦ 01’W), respectively, see Figure 4.2 (b).
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Figure 4.2: Location of: (a) Toledo’s measuring station in Spain and (b) the M = 2 WRF grid
points considered for the downscaling

4.3.1 Objective variable data

The objective variable data to train and test the algorithms correspond to one year (from
May 1st, 2013 to April 30th, 2014) of hourly global solar radiation data collected at Toledo’s
measuring station. This station is located at 39◦ 53’N latitude, 4◦ 02’W longitude and 515
MASL. Two constraints have been considered: 1) night hours present zero irradiance, and 2) a
unique set of hours of interest, regardless of the season, is needed. Therefore, hourly data from
5 a.m. to 8 p.m. throughout the year are used in this analysis.

4.3.2 Predictive variables provided by the WRF

The WRF model outputs considered in the study are the following:

- OLR: Top of atmosphere outgoing long-wave radiation (W/m2).

- GLW: Downward long-wave flux at ground level (W/m2).

- SWDOWN: Downward short-wave flux at ground level (W/m2).

- u: Zonal wind component at different pressure levels (m/s).
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- v: Meridional wind component at different pressure levels (m/s).

- w: Vertical wind component at different pressure levels (m/s).

- PSFC: Atmospheric pressure at ground level (hPa).

- QVAPOR: Water vapor mixing ratio (in kg/kg). This variable is defined as the ratio of
the mass of water vapor to the mass of dry air.

- TSK: Surface skin temperature (K).

- TH2: Potential temperature at 2 meters above the ground (K).

- T’: Perturbation potential temperature (inK) at different pressure levels. The relationship
between the perturbation potential temperature, T’, and the potential temperature, θ, is
θ = T ′ + 300.

- CLDFRA: Total cloudiness (fraction of clouds in each cell) at different pressure levels.
Cloud fraction ranges from 0 (no clouds) to 1 (clouds in a spatial grid cell).

Table 4.1 shows the 58 variables analyzed for each of the two grid point considered, indicating
(when needed) the different pressure levels where they were obtained. A total of 116 variables
are then considered in this study.

4.4 Methodology

As previously indicated, the CRO-SP algorithm is used to determine which set of WRF
outputs obtains the best GSR prediction with an ELM. Details on these algorithms can be seen
in Sections 1.2.3 and 1.2.1, respectively. Recall that each species in the CRO-SP algorithm
represents the use of a different number of WRF variables, and we consider a binary encoding
for this problem, so each species considers binary vectors with a different number of 1s on them.
The health or fitness function considered for each coral (individual) is obtained computing the
RMSE of the global solar radiation prediction. RMSE is used in this work instead of other
validation metrics, because large forecast errors and outliers are weighted more strongly than
smaller errors, as the latter are more tolerable in GSR prediction [Beyer2011, Kleissl2013].

To identify the best set and number of predictive variables, several experiments (Ei, i ∈
[1, . . . , 3]) have been run in a 10-fold cross validation scheme. Each CRO-SP experiment Ei
consists of five sub-experiments, each one of them analyzing a specific species Si (i ∈ [1, . . . , 5]),
i.e., all corals belonging to one species have the same number of features. The co-evolution of
these species leads quickly to a coral-reef colonized by the most suited corals. Once convergence
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Table 4.1: Outputs of the WRF model used in the experiments as predictive variables (58
variables per point of the WRF model).

variable pressure levels (hPa)
OLR -
GLW ground

SWDOWN ground
u ground, 850, 700, 500, 400, 300, 200, 100, 50
v ground, 850, 700, 500, 400, 300, 200, 100, 50
w ground, 850, 700, 500, 400, 300, 200, 100, 50

PSFC ground
QVAPOR ground, 850, 700, 500, 400, 300, 200, 100, 50

TSK ground
TH2 ground
T’ ground, 850, 700, 500, 400, 300, 200, 100, 50

CLDFRA ground, 850, 700, 500, 400, 300, 200

is reached, the best coral in the reef belongs to a specific species and its health function stands
for the RMSE value obtained in test. Note that to calculate the global solar radiation at each
iteration, the ELM has been run 3 times and the health function value assigned to the coral is
the average result obtained. In all the experiments, the CRO-SP algorithm has been run with
the parameters shown in Table 4.2.

4.4.1 Results

Table 4.3 presents the results obtained in all the experiments carried out. The first ex-
periment run, E1, is meant to resolve the order of magnitude of the number of features to be
considered (10, 20, 30, 40 or 50), and it can be observed that the best prediction is found using
10 variables (RMSE = 68.21 W/m2). Experiments E2 and E3 are used to refine the number of
predictive variables to consider, both of them converging to best results when the species encode
8 variables.

Figure 4.3 presents the scatter plots for each experiments’ best coral, showing the algorithm’s
good performance in all cases.

Figure 4.4 presents the comparison in time between the measured and the predicted GSR for
experiment E3, the best one, where it can be seen that the prediction follows well the targeted
series. Figure 4.5 shows the evolution with the number of iterations of the best coral in this
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Table 4.2: CRO-SP optimization parameters.

Phase Parameter
Inicialization Reef size = 50× 40 (2,000 positions)

Si, i ∈ {1, . . . , 5} (5 species)
ρ0 = 0.75 (1,500 corals)
ρSi

0 = 0.15 (300 corals per species)
External sexual reproduction Fb = 0.70

Random selection of broadcast spawners. Each possible coral
must be broadcast spawner at least once per iteration k.
New larva formation using 2-point crossover.

Internal sexual reproduction 1− Fb = 0.20
Pi = 0.30

Larvae setting η = 3
Identical corals are not allowed in the reef.

Asexual reproduction Fa = 0.05
Pa = 0.005

Depredation Fd = 0.15
Pd = 0.25 (it decreases with the number of iterations. At
kmax, Pd = 0)

Stop criteria kmax = 300 iterations.

Table 4.3: Experiments run considering different species. Each species is represented by Si.

Experiment Number of RMSE Best Species
features per species (W/m2)
S1 S2 S3 S4 S5 Average Best coral

E1 10 20 30 40 50 69.50 68.21 10 features (S1)
E2 6 8 10 12 14 69.33 68.16 8 features (S2)
E3 7 8 9 10 11 69.16 68.03 8 features (S2)

experiment. It corresponds to a coral encoding with 8 WRF variables and presents a final RMSE
of 68.03 W/m2 and a coefficient of determination r2 =0.95.

It is interesting to analyze the evolution of the different species in the reef with the number of
iterations. Figure 4.6 shows this evolution for the best run of the best experiment, E3. In Figure
4.6 (a) the random initialization of the reef is presented, where the reader can see the positions
occupied by each different species and the free positions available at the reef. As the number
of iterations (k) increases (Figures 4.6 (b)-(e)), it can be observed that the worst-fitted species
tend to die and are no longer present at the reef, as larvae from dominant species outperform



4.4. Methodology 61

0 100 200 300 400 500 600 700 800 900 1000
0

100

200

300

400

500

600

700

800

900

1000

Measured GSR

P
r
e
d
i
c
t
e
d
 
G
S
R

(a)

0 100 200 300 400 500 600 700 800 900 1000
0

100

200

300

400

500

600

700

800

900

1000

Measured GSR

P
r
e
d
i
c
t
e
d
 
G
S
R

(b)

0 100 200 300 400 500 600 700 800 900 1000
0

100

200

300

400

500

600

700

800

900

1000

Measured GSR

P
r
e
d
i
c
t
e
d
 
G
S
R

(c)

Figure 4.3: Scatter plot of the global solar radiation: (a) Experiment E1, (b) Experiment E2 and
(c) Experiment E3.

them. Finally, when the stop criteria is reached, the reef is colonized by the best species which,
in this particular experiment, is species S2 (corresponding to the use of 8 WRF variables for the
prediction).

Figures 4.7 to 4.9 show, for all experiments analyzed, the evolution with the number of
iterations of two important characteristics. First, the RMSE of each species’ best coral, which
is depicted in subfigures (a). It is clear that the RMSE decreases with the number of evolutions,
but there is one exception: when a species is endangered (is being outperformed by the rest)
its RMSE increases abruptly. Right after this occurs, the RMSE is interrupted, resulting in the
disappearance of the worst-fitted species from the reef. Second, the number of corals present
in each species is analyzed in Figures 4.7 (b), 4.8 (b) and 4.9 (b). It can be observed that, at
some points, the number of corals in some species drops down. This is directly related to the
occurrence of depredation phases. It is important to highlight that although in the depredation
phase the species are decimated, the evolution keeps recovering the best-fitted.
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Figure 4.4: Experiment E3. (a) GSR over time. (b) Deviation in time of the predicted GSR
from the measured GSR. Note that only a random time frame of 100 samples is presented for
clarity purposes.
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Figure 4.5: Experiment E3. Evolution with the number of iterations of the best coral’s RMSE.
Note that the best coral belongs to species S2.

Next, Table 4.4 shows the name of the best coral’s WRF outputs selected for each experiment.
It can be seen that there are six variables: OLR, w at 400 hPa, CLDFRA at 200 hPa, T at 850
hPa and T at 400 hPa corresponding to the first grid point, and v at 500 hPa corresponding to
the second grid point, present in all experiments’ results. Therefore, we can conclude that these
variables set the rough prediction while the other WRF outputs perform the refinement. Thus,
for the third experiment, the RMSE using these 6 variables (over the same test sets) is 74.05
W/m2 and 72.59 W/m2, average and best values respectively. Once the refinement takes place,
these RMSE values drop down to 69.16 W/m2 and 68.03 W/m2 respectively (as stated in Table
4.3).

Finally, in Table 4.5 the results are compared to those obtained with other techniques. First,
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Figure 4.6: Experiment E3. Evolution of the species present in the reef after a certain number of
iterations (k): (a) k = 1; (b) k = 10; (c) k = 25; (d) k = 50; (e) k = 150. Each color pixel stands
for a different coral species and free cells in the reef (free (black), S1 (magenta), S2 (blue), S3
(green), S4 (red) and S5 (cyan)).
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Figure 4.7: Experiment E1. Evolution with the number of iterations of: (a) The RMSE of each
species’ best coral, and (b) The number of corals per species.

the reader can see the GSR prediction using the 116 WRF variables (no feature selection) as
inputs to the ELM. Then, feature selection is performed using three different techniques: a GA,
a GGA (as described in [Aybar2016]) and the proposed CRO-SP approach, and the variables
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Figure 4.8: Experiment E2. Evolution with the number of iterations of: (a) The RMSE of each
species’ best coral, and (b) The number of corals per species.
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Figure 4.9: Experiment E3. Evolution with the number of iterations of: (a) The RMSE of each
species’ best coral, and (b) The number of corals per species.

chosen are used as the inputs to the ELM. It can be seen that the best results are obtained
when the CRO-SP is used.
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Table 4.4: Best predictive variables found for each experiment. Those variables present in all
three experiments’ results have been highlighted in bold face.

Experiment Best WRF outputs selected
Grid point #1 Grid point #2

E1 OLR, v (500 hPa),
w (400 hPa), PSFC,
CLDFRA (200 hPa), TH2,
T (850 hPa), u (50 hPa)
T (400 hPa),
u (100 hPa)

E2 OLR, v (500 hPa),
w (400 hPa), TH2
CLDFRA (200 hPa), w (300 hPa)
T (850 hPa),
T (400 hPa),

E3 OLR, v (500 hPa),
w (400 hPa), u (850 hPa)
CLDFRA (200 hPa), u (50 hPa)
T (850 hPa),
T (400 hPa),

Table 4.5: Comparison of the results obtained with other metaheuristic techniques.

Metaheuristic technique RMSE (W/m2)
Average Best individual

ELM (No feature selection) 88.24 87.25
GA-ELM 73.98 72.20
GGA-ELM [Aybar2016] 74.73 73.66
CRO-SP-ELM 69.16 68.21





Chapter 5

Representative selection for robust
temperature fields reconstruction

5.1 Introduction

The last years witnessed on-going growing interest in data-driven methods for climate sci-
ences. Part of this interest is due to the large amount of new freely available data sources.
However, a huge amount of data or information sources may have negative impact in the pro-
duction of competitive results, when the methods for information processing are not fast or
scalable enough. The improvement of computational approaches in the last years has been
important, but in some cases it is very difficult to correctly process huge datasets with highly
heterogeneous information. In these cases, it is important to use alternative information pro-
cessing approaches which help reduce the computational load of a given problem, while keeping
as much as the information of the dataset. There are different examples of this in climate sci-
ences, such as problems of Feature Selection (previously described in this Thesis) for improving
prediction systems, or Clustering approaches [Nasseri2011, Coggins2014, Jinming2015], with a
large variety of specific applications.

Another important approach related to the reduction of computational complexity in data
is the RS problem (see Section 1.4 for a detailed description of the problem and the associated
AM). Recall that the RS is the problem of finding exemplar samples from a given data, points or
items collection, in such a way that the selected exemplars accurately summarize the complete
set of starting data [Wang2017]. In this chapter we focus on RS problems for field reconstruction
of monthly average temperature, defined by time series obtained in a large number of measuring
points or stations. The idea is to obtain a reduced number of representative measuring points or
stations, in such a way that a reconstruction algorithm works as accurately as possible, in terms
of a given error measure. In this case, we have chosen the AM [Lorentz1969] as reconstruction
algorithm for the field (see Section 1.4 for details). The reconstruction error acts in this case
as a good alternative measure for the information lost in the RS process, i.e. the smaller the

67
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reconstruction error from the representative measuring points, the smaller the information lost
in the RS process. Note that the optimization problem associated with the RS is hard, since
the objective function is highly non-linear, and it has not a direct mathematical representation
(it is a black-box from the AM output). In this work we explore the optimization capacities of
the CRO-SL algorithm in the RS problem for temperature field reconstruction. Experiments in
two different datasets, European Climate Assessment & Dataset [Klein2002] and ERA-Interim
reanalysis [Dee2011] in Europe show the effectiveness of the proposed approach.

5.2 CRO-SL for RS in temperature fields reconstruction

The RS can be tackled as a pure integer optimization problem, where the objective function
is to minimize the RMSE provided by the AM reconstruction algorithm. In this subsection we
discuss the chosen problem encoding, and then we describe the different substrate layers defined
in the CRO-SL approach.

5.2.1 Problem encoding in the CRO-SL

One of the key points in the definition of any optimization method is the encoding to face a
given problem. In this case, the optimal location of representative nodes in temperature fields
reconstruction requires the selection of a measuring points subset, out of an initial complete
set. It is therefore a discrete problem, in which the encoding must indicate what points are
selected. Different encodings can be applied for this problem, such as binary vectors x ∈ B,
where xi = 1 stands for the selection of the measuring point i, whereas xk = 0 means that
the point k has not been selected. This encoding has the advantage that it admits specific
operators devoted to binary vectors. On the other hand, the individuals obtained are long (the
individual length is in this case equal to |S|), and the number of 1s must be controlled in order
to provide feasible solutions, i.e. the corals in the CRO-SL meta-heuristic must be corrected
[Salcedo2009c]. Another possibility is to manage integer vectors as solutions, x ∈ N. In this
case, the encoding is shorter than in the binary encoding, since the length of each individual
is now equal to N , but it is necessary to control that there are not repeated measuring points
in the individual for it to be feasible. Finally, we have chosen this latter encoding, because it
provides a more compact version of the algorithm, and allows a better implementation of some
of the searching procedures such as the HS. Figure 5.1 shows an example of the encoding used,
and how it is translated into a solution in the CRO-SL algorithm.

5.2.2 Substrates considered in the CRO-SL

The considered substrates for solving the problem at hand are detailed below. Note that
there are general purpose substrates, such as DE or HS-based, and other specific substrates
with crossovers and mutations adapted to the problem at hand, and specifically to the chosen
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x=[1 5 8 17 27]

Analogue Method

Problem Encoding

Encoded solution

Initial situation

e(x)
Quality of the field

reconstruction

Figure 5.1: An example of the integer encoding of solutions chosen for the RS problem at hand
in the CRO-SL.

encoding. A total of 5 substrates will be described and evaluated later in the experimental
section.

• Differential Evolution-based operator (DE): This operator is based on the evolutio-
nary algorithm with that name [Storn1997], a method with powerful global search capa-
bilities. DE introduces a differential mechanism for exploring the search space. Hence,
new larvae are generated by perturbing the population members using vector differences
of individuals. Perturbations are introduced by applying the rule x′i = x1

i +F (x2
i −x3

i ) for
each encoded parameter on a random basis, where x′ corresponds to the output larva, xt

are the considered parents (chosen uniformly among the population), and F determines
the evolution factor weighting the perturbation amplitude.

• Harmony Search-based operator (HS): Harmony Search [Geem2001] is a population
based MH that mimics the improvisation of a music orchestra while composing a melody.
This method integrates concepts such as harmony aesthetics or note pitch as an analogy
for the optimization process, resulting in a good exploratory algorithm. HS controls how
new larvae are generated in one of the following ways: i) with a probability HMCR∈ [0, 1]
(Harmony Memory Considering Rate), the value of a component of the new larva is drawn
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uniformly from the same values of the component in the other corals. ii) with a probability
PAR∈ [0, 1] (Pitch Adjusting Rate), subtle adjustments are applied to the values of the
current larva, replaced with any of its neighboring values (upper or lower, with equal
probability).

• Two points crossover (2Px): 2Px [Eiben2003] is considered one of the standard recom-
bination operators in evolutionary algorithms. In the standard version of the operator,
two parents from the reef population are provided as input. A recombination operation
from two larvae is carried out by randomly choosing two crossover points, interchanging
then each part of the corals between those points.

• Multi-points crossover (MPx): Similar to the 2Px, but in this case the recombination
between the parents is carried out considering a high number of crossover points (M), and
a binary template which indicates whether each part of one parent is interchanged with
the corresponding of the other parent.

• Standard integer Mutation (SM): This operator consists of a standard mutation in
integer-based encodings. It consists of mutating an element of a coral with another valid
value (different from the previous one). Note that the SM operator links a given coral
(possible solution) to a neighborhood of solutions which can be reached by means of a
single change is an element of the coral.

5.3 Experimental evaluation

This section describes the different experiments carried out to evaluate the CRO-SL per-
formance in this RS problem. We have structured the section into several subsections: first,
Section 5.3.1 describes the temperature datasets used in the experimental evaluation, which in-
clude gridded and un-gridded time series of temperature in Europe and central Asia. Then, we
introduce a first subsection with fully resoluble situations, in which brute force algorithms can
obtain the optimal solution. This section helps understand the difficulty of the problem, and
introduces a constructive approach for comparison (the greedy algorithm for measuring points
selections). Section 5.3.3 summarizes the performance evaluation of the CRO-SL in the problem.
Discussions on the consistency of the algorithm, evaluation of the temperature field reconstruc-
tion obtained and a note on the computational performance of the CRO-SL are described in
further subsections.

5.3.1 Temperature datasets used

The first dataset we consider to illustrate the performance of the CRO-SL algorithm in
the temperature RS problem, consists of un-grided monthly average temperature data from
the European Climate Assessment & Dataset (ECA) [Klein2002] and from several measuring
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stations from the European HISTALP project [Chimani2013], which includes Central Europe
and the Alps. The final dataset (ECA dataset hereafter) consists of 123 stations (|S| = 123),
with monthly average temperature data, measured between January 1940 and December 2010.
A total of t̂ = 864 months are then available, and we have divided them into training period
(tT = 432) months and test period (tV = 432) months. This dataset has been previously
described in a different study [Chidean2015], where the data treatment for eliminating the gaps
in the series is described. Figure 5.2 (a) shows the location of the 123 measuring stations of the
ECA case. The second dataset considered are gridded data from the ERA-Interim reanalysis of
the ECMWF [Dee2011]. In this case, monthly average temperatures from January 1979 until
July 2017 are taken into account (ERA dataset hereafter). A total of t̂ = 462 months are
then available, and we have divided them into training (tT = 231) and test (tV = 231 months)
periods. Figure 5.2 (b) shows the location of the reanalysis nodes (|S| = 540).
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Figure 5.2: Location of measuring stations (ECA) and reanalysis points (ERA); (a) Measuring
stations of ECA and HISTALP dataset (un-grided measuring stations) for the first temperature
RS problem considered; (b) Location of the ERA-Interim reanalysis nodes considered (gridded
data), the second dataset in this study.

5.3.2 Results I: Case N = 2

First, we describe as special case, N = 2, a fully resoluble situation. Note that the optimal
solution for this case can be obtained by calculating the RMSE in the field reconstruction for
all possible pairs of stations (i, j) where i, j ∈ s, and such that i 6= j (i = j is the N = 1
case, also described later in this subsection), i.e. a brute force computation algorithm. Figure
5.3 (a) shows the complete fitness landscape for the ECA dataset, which results in a discrete
surface of 123 × 123 points. Figure 5.3 (b) shows a two-dimensional view depict from above.
In these figures it is possible to see how different pairs of selected measuring stations lead to
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different reconstruction error. In other words, there are pairs of stations which better represent
the temperature field than others, in terms of getting a better reconstruction error from them
by applying the AM. In Figure 5.3 (a) It is possible to locate large zones of error peaks and
valleys, with a minimum value of the objective function e(sN ) = 2.05 ◦C, with sN = [19, 58],
i.e., the best representative pair of stations in terms of reconstruction error are stations 19 and
58.
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Figure 5.3: RMSE landscape in the ECA dataset, for all combinations (pairs) of measuring
stations (special case N = 2); (a) Landscape (3D); (b) Contour plot (2D).

The error reconstruction landscape for the N = 2 case in the ERA dataset is shown in
Figure 5.4 (a), with the two-dimensional graph from above shown in Figure 5.4 (b). In this
case the graph shows a discrete surface of 540× 540 measuring nodes, where it is also possible
to detect peaks and valleys of RMSE, with the same conclusion as before: there are some
pairs of measuring nodes which are better than others for representing the complete field of
temperature. In this data set, the minimum value of the objective function is e(sN ) = 1.76 ◦C,
where sN = [65, 264].

Let us finally discussing the case N = 1, for the ECA dataset. Figure 5.5 (a) shows the
curve of reconstruction error using the AM when considering N = 1 station to set the best
reconstruction time. Note that this curve is the main diagonal of the reconstruction error matrix
depicted in Figure 5.3 (a). It is straightforward that there are stations which represent better
the temperature field than others. In addition, it is possible to obtain a greedy (constructive)
algorithm from this simple case, in the following way: sequentially add the measuring stations
or points which provide the best solution for the simplest case N = 1. For example, Figure 5.5
(b) shows the construction of a solution for the case N = 10 by sequentially adding the best
stations in the N = 1 reconstruction error graph. The final solution is sN=[13 ,47, 60, 64, 54,
55, 61, 57, 58, 48] with a fitness e(sN ) = 2.09 ◦C.
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Figure 5.4: RMSE landscape in the ERA dataset, for all combinations (pairs) of measuring
stations (special case N = 2); (a) Landscape (3D); (b) Contour plot (2D).
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Figure 5.5: Best representative station (case N = 1) for the ECA dataset and greedy approach
construction; (a) Reconstruction error for (N = 1); (b) Greedy (construction based) solution
obtained for the case N = 10.

5.3.3 Results II: general experimental performance

In this subsection we present the results obtained when applying the CRO-SL algorithm to
select the best N representative measuring stations or points in the ECA and ERA datasets.
Table 5.1 shows the parameters of the algorithm in all the experiments carried out in the paper.
Four different cases are taken into account in both datasets: N = 5, 10, 15 and 20. Note that
they cannot be solved by brute force algorithms, so meta-heuristics such as the proposed CRO-
SL approach are a very good option to solve the problem. Table 5.2 shows a summary of the



74 Chapter 5. Representative selection for robust temperature fields reconstruction

Table 5.1: CRO-SL optimization parameters.
Phase Parameter
Initialization Reef size = 50× 40 (2,000 positions)

ρ0 = 0.9
External sexual reproduction Fb = 0.80

T = 5 substrates: HS, DE, 2Px, MPx, SM
Internal sexual reproduction 1− Fb = 0.20
Larvae setting κ = 3
Asexual reproduction Fa = 0.05
Depredation Fd = 0.15

Pd = 0.05
Stop criterion kmax = 1000 iterations.

results obtained by the CRO-SL algorithm, and a comparison with alternative approaches for
this problem: a HS algorithm [Geem2001], a DE approach [Storn1997], a Hill Climbing heuristic
[Michalewicz2000] and the greedy approach described in the previous section. This table shows
the RMSE in ◦C, for the field reconstruction with the AM for the best solution found by the
CRO-SL, following Equation (1.6). The average and standard deviation (out of 5 different runs
of the algorithm) are also shown. It is possible to see how the reconstruction error is better when
the number of representative stations or points grows. Note that we can compare the figures
in Table 5.2 with the reconstruction with the maximum information possible (N = |S| = 123
for the ECA dataset and N = |S| = 540 for the ERA dataset). In the ECA dataset, the
RMSE for the field reconstruction using the AM is 1.43 ◦C, whereas in the ERA dataset it
is 1.31 ◦C. Thus, the results obtained with a reduced number of stations/nodes selected by
the CRO-SL (representative stations/nodes) are close to the best possible result with all the
available information. Regarding the comparison with alternative algorithms, first, note that
the results obtained by the greedy algorithm are far away from those by the other methods
tested, in terms of the RMSE. This approach constructs the final solution from the best set of
N measuring stations/points considering only 1 station. The failing of this procedure means
that the information of single stations is not enough to obtain a good set of N measuring
points, so complete solutions of N stations must be looked for. Regarding the comparison with
other heuristic and meta-heuristic algorithms, the CRO-SL is able to obtain the best results
consistently, both in the ECA and ERA datasets. The second best algorithm is in this case the
HS, which performs similar in the smallest cases (N = 5 and N = 10), but the differences in the
largest instances N = 15 and N = 20 are higher. The DE and Hill Climbing approaches do not
obtain results as competitive as the CRO-SL algorithm in any tested case.

The best solutions found by the CRO-SL in the ECA and ERA cases are displayed in Figures
5.6 and 5.7, respectively. It is possible to see how the CRO-SL obtains solutions which maximize
the coverage of the region considered, as could be expected from a representative selection point
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Table 5.2: Results in terms of the RMSE in the field reconstruction (in ◦C), obtained in ECA
and ERA datasets, by the CRO-SL, HS, DE, Hill Climbing and greedy approaches.

CRO-SL (ECA) CRO-SL (ERA)
Best Mean Var Best Mean Var

N = 5 1.67 1.67 0 1.49 1.51 0.0011
N = 10 1.53 1.53 0.0031 1.38 1.41 0.0067
N = 15 1.48 1.49 0.0038 1.34 1.37 0.0038
N = 20 1.45 1.45 0.0018 1.33 1.34 0.0044

HS (ECA) HS (ERA)
N = 5 1.67 1.67 0 1.49 1.50 0.0016
N = 10 1.54 1.54 0 1.39 1.39 0.0004
N = 15 1.50 1.50 0.0021 1.37 1.37 0.0107
N = 20 1.48 1.48 0.0029 1.35 1.36 0.0052

DE (ECA) DE (ERA)
N = 5 1.71 1.71 0.0048 1.52 1.52 0.0019
N = 10 1.58 1.58 0.0019 1.43 1.43 0.0009
N = 15 1.51 1.52 0.0030 1.39 1.39 0.0087
N = 20 1.48 1.49 0.0039 1.37 1.37 0.0059

Hill Climbing (ECA) Hill Climbing (ERA)
N = 5 1.77 2.04 0.0350 1.58 1.90 0.0664
N = 10 1.61 1.76 0.0083 1.46 1.63 0.0116
N = 15 1.54 1.66 0.0042 1.41 1.54 0.0053
N = 20 1.53 1.60 0.0022 1.39 1.50 0.0030

Greedy (ECA) Greedy (ERA)
N = 5 2.14 - - 1.80 - -
N = 10 2.10 - - 1.71 - -
N = 15 2.06 - - 1.68 - -
N = 20 2.02 - - 1.67 - -

of view. For a reduced number of stations or nodes (low values of N), the algorithm must choose
those stations/nodes with the most possible information for the AM. In the ECA dataset the
stations which are considered as the representatives cover central Europe, Scandinavia, Central
Asia, Black Sea and Southern Asia. When N = 10, Europe is modelled with two representative
stations, one for central Europe and another one for southern Europe located in Spain. The
Scandinavian station is kept, and another close station is also selected in northern Russia. The
Black Sea is now covered with two stations, one in the East and another one in the West, and
the rest of Asia is covered by four stations, two of them in similar locations as in the N = 5
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case. When N grows, the representative stations still cover the same areas, but in this case with
increasing density, resulting in a more accurate temperature field reconstruction by applying the
AM.
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Figure 5.6: Best solution found by the CRO-SL (red points stand for the selected representative
measuring stations), for the ECA dataset; (a) N = 5; (b) N = 10; (c) N = 15 and (d) N = 20.

The ERA dataset case is somehow different, since now the total area to be covered by the
representative measuring points is smaller, there are more nodes to be selected from, and sea
nodes are available (in the ECA dataset we only have inland measuring stations). When N = 5
is considered, one node is located at the north of Iceland, to cover polar regions, another node
is located in Scandinavia, a node in northern Italy covers central and southern Europe and the
two remaining nodes cover eastern Europe and the Mediterranean with a node in Egypt. When
N = 10, two nodes cover the polar region, three nodes are devoted to Scandinavia, two nodes
cover central and eastern Europe, one node at the south of Spain covers southern Europe and
there are other two nodes, for the Mediterranean and Black Sea regions. The solutions with
larger N follow this trend, by locating more representative nodes in the pole and Scandinavia,
selecting some of them for central and eastern Europe, and locating the rest in the Mediterranean
and southern Atlantic zones.
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Figure 5.7: Best solution found by the CRO-SL (red points stand for the selected representative
nodes), for the ERA dataset; (a) N = 5; (b) N = 10; (c) N = 15 and (d) N = 20.

5.3.4 Discussion I: consistency of the CRO-SL performance and the results
obtained

In order to check the consistency of the results obtained by the CRO-SL, we have tackled
the hindcasting problem, i.e. interchanged the Train period by the Test period in both datasets.
This way, now the training is carried out with the last period in the dataset, and the test is over
the earlier one. Table 5.3 shows the results obtained. In general, the results are slightly worse
in terms of the reconstruction error than in the previous version of the problem. However, these
minor differences are present for all values of N used in the CRO-SL and greedy approaches,
which seems to indicate that it is caused just by the training and test division of the data.

Figures 5.8 and 5.9 may help better understand the results obtained in the hindcasting
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Table 5.3: Results in terms of the RMSE for the field reconstruction (◦C) obtained in ECA
and ERA datasets (hindcasting problem), by the CRO-SL, HS, DE, Hill Climbing and greedy
approaches.

CRO-SL (ECA) CRO-SL (ERA)
Best Mean Var Best Mean Var

N = 5 1.74 1.74 0 1.54 1.55 0.0033
N = 10 1.59 1.61 0.0050 1.43 1.44 0.0076
N = 15 1.54 1.57 0.0051 1.40 1.45 0.0030
N = 20 1.51 1.52 0.0029 1.38 1.42 0.0034

HS (ECA) HS (ERA)
N = 5 1.74 1.74 0 1.55 1.55 0.0002
N = 10 1.60 1.60 0.0016 1.44 1.44 0.0104
N = 15 1.55 1.58 0.0042 1.42 1.42 0.0031
N = 20 1.54 1.54 0.0021 1.41 1.41 0.0017

DE (ECA) DE (ERA)
N = 5 1.77 1.77 0.0013 1.58 1.59 0.0097
N = 10 1.63 1.63 0.0034 1.47 1.48 0.0059
N = 15 1.57 1.58 0.0078 1.44 1.45 0.0069
N = 20 1.55 1.55 0.0053 1.43 1.49 0.0953

Hill Climbing (ECA) Hill Climbing (ERA)
N = 5 1.81 2.11 0.0419 1.64 1.96 0.0630
N = 10 1.6540 1.82 0.0090 1.51 1.70 0.0109
N = 15 1.61 1.72 0.0043 1.48 1.60 0.0057
N = 20 1.57 1.66 0.0024 1.45 1.55 0.0031

Greedy (ECA) Greedy (ERA)
N = 5 2.20 - - 1.82 - -
N = 10 2.10 - - 1.72 - -
N = 15 2.09 - - 1.73 - -
N = 20 2.09 - - 1.68 - -

problem. As can be seen, results in terms of location of the representative measuring points are
quite similar to the previous partition of the datasets. In the ECA dataset, the solution with
N = 5 is the same than in the previous case, and in the larger cases, the solutions found are
not exactly the same, but they are very close. This indicates a consistency in the methodology
applied, and a good performance of the CRO-SL. In the ERA dataset, the solution of the
direct and hindcasting partitions are not the same, but again both solutions are very similar in
structure, and the representative nodes selected are quite close in both problems.
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Figure 5.8: Best solution found (red points) by the CRO-SL, for the ECA dataset (hindcasting
problem); (a) N = 5; (b) N = 10; (c) N = 15 and (d) N = 20.

The consistency of the CRO-SL in the RS problem tackled in this paper can be further
analyzed by trying to obtain the worst set of representative measuring stations/nodes with this
algorithm. This can be done by inter-changing the minimization of the RMSE (Equation (1.6))
by a maximization of this measure. This way the solution obtained represents those measuring
points with less information for the reconstruction algorithm (the AM in this case). Figure 5.10
shows an example of this for the case N = 10 in both datasets. Note how in both cases, the
worst solutions group most of the selected measuring points at the top left-hand part of the
considered studied area, and leave other zones uncovered, resulting in a lack of information for
the AM reconstruction method. The RMSE for the ECA solution is 3.27 ◦C, whereas the RMSE
for the ERA case is 4.59 ◦C.

5.3.5 Discussion II: details on temperature fields reconstructions obtained

Next, we analyze the temperature field reconstruction obtained from the best solution found
by the CRO-SL algorithm. In this case, we exemplify with the case N = 10, both for the ECA
and ERA datasets. For both datasets we have available the reconstruction of the temperature
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Figure 5.9: Best solution found (red points) by the CRO-SL, for the ERA dataset (hindcasting
problem); (a) N = 5; (b) N = 10; (c) N = 15 and (d) N = 20.

time series (in the test period), for all the stations/nodes, i.e. the reconstruction of 123 stations in
the case of the ECA dataset, and 540 for the ERA. Figure 5.11 shows the average reconstruction
error (whole test period) in all the stations of the data sets, for ECA (a) and ERA (b) datasets,
with indication of the representative measuring points selected in each case. Note that the
total reconstruction error is very good in general. In the ERA dataset it is possible to see that
the measuring points over the ocean are better reconstructed than inland nodes, as could be
expected. Furthermore, the distribution of selected nodes should be interpreted as a whole subset
and not as individual points. This was evidenced when the CRO-SL outperformed the solutions
obtained by the greedy algorithm (individualistic approach). We next show an example in the
station/node with the best reconstruction error obtained. Figure 5.12 shows the reconstruction
error during the whole test period in ECA (a) and ERA (b) datasets. It is possible to see how
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Figure 5.10: Set of least representative stations (red points) as inferred by the CRO-SL for
N = 10 in ECA (a) and ERA (b) datasets.
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Figure 5.11: Reconstruction RMSE ◦C per station/node in the test period (e(sk, s10) =√
1
tV
∑tV
T=1 (F (sk, T ∗)− F (sk, T ))2), in ECA and ERA datasets (N = 10 case).

the reconstruction error is significantly better in the ERA dataset, which is expected, since there
is more information than in the ECA dataset (540 nodes versus 123 stations), and in addition
the study area is smaller and the nodes are located on a regular grid. The reconstruction error
in the ERA dataset varies between -1 and 1 ◦C in the majority of times reconstructed, with
isolated peaks about 2 ◦C in the worst events. The reconstruction error in the ECA case moves
mostly between -2 ◦C and 2 ◦C in the majority of times reconstructed, with peaks up to 4 ◦C at
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Figure 5.12: Reconstruction error (F (s∗, T ∗)−F (s∗, t)) in ECA and ERA datasets (best station
(s∗), N = 10 case); (a) ECA dataset; (b) ERA dataset.

some specific times. Figures 5.13 (a) and (b) show the temperature reconstructed for all the test
period, and a detail on the reconstruction for the two final years of the test period, in the ECA
and ERA best station, respectively. It is easy to see how the reconstruction of the temperature
in both cases is accurate. The errors made can be better seen in the zoom for the final two years.
In general, the temperature field reconstruction from the AM, based on N = 10 representative
stations obtained with the CRO-SL (example displayed) is very good and robust in all the test
period.

5.3.6 Discussion III: Consistency of the reconstructions from a climate per-
spective

On the climatic side, it is essential to assess the validity of the algorithm by addressing the
consistency of the results at local and regional scales. For example, considering Figure 5.6 it is
noteworthy to mention that, for a reduced subset of ECA data points (N = 5), optimal solutions
tend to maximize the spatial coverage over the European continent. The best subset comprises
points that are conveniently placed over five climatologically relevant regions: Central Europe,
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Figure 5.13: Real and reconstructed (AM method) temperature in the best station (N = 10
case) for the ECA abd ERA dataset (complete test period and zoom in the last two years); (a)
ECA dataset; (b) ERA dataset.

Southern Scandinavia, Central Asia, Southern Asia and the Black Sea. All of them representing
temperate and continental climates uniformly characterized by warm summers [Kottek2006].
Moreover, although the ERA reanalysis is based on a different set of temperature measurements,
similar distributions are retrieved when the methodology is undertaken for the same number of
stations (Figure 5.7). The resemblance of these distributions with independence of the input
data, strengthens the climate consistency and spatial coherence of the obtained solutions. This
climate concordance is preserved even for high values of N . In fact, note that, after a certain
number of stations is reached, the improvement of the reconstructions is attained by increasing
the density of data points in the surrounding areas nearby previously-defined zones, rather than
by including new time series from distant regions. Furthermore, the consistency of the algorithm
has also been addressed by applying the methodology to find the unsuitable distribution that
leads to the worst climate reconstruction possible. Interestingly, these least representing nodes
in Figure 5.10 are located in areas where they might be influenced by regional climate dynamics,
such as the eastern Subpolar Gyre in the North Atlantic, and the amplification of sea surface
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temperatures in the Nordic Seas, yielding temperature anomalies significantly different than the
regional mean temperature [Sgubin2017, Lozier2008]. Additionally, the worst ECA subset is also
conformed by points significantly influenced by regional climates. Such is the case of the nodes
located in the Alps. Hence, climate field reconstructions carried out with these ill-favoured
measuring points will not accurately represent the original climate history, and therefore the
CRO-SL consistently identifies them as worst-case distributions. These meaningful findings
show that the algorithm operates with climatic coherence, validating the applicability of this
methodology.

5.3.7 Discussion IV: Results at different time scales

An interesting comparison can be carried out by analyzing the results obtained by the CRO-
SL when considering different time scales in the data. For this, daily, monthly, quarterly and
annual averages have been obtained from the ERA database. The idea is to compare the RS
points obtained in these temperature fields with different time scales, and observe whether
different patterns appear (or not) in the points selected by the CRO-SL. Experiments for N = 5
to N = 20 have been again considered in this case.

As can be seen in Figure 5.14, the daily and monthly cases present very similar patterns of
RS points selected, with only minor differences. The quarterly scale case is also similar. The
differences in the pattern are more accused in the annual average scale, where there are two
points covering the Northern extreme zone of the Atlantic Ocean.

The same analysis with N = 10 is even more revealing. Figure 5.15 shows this case for the
different scales considered. As can be seen in this figure, daily and monthly averages are quite
similar, with slight variations in the points selected. However, quarterly and annual scales are
different, and there is a clear trend to select points situated norther and over the ocean than in
daily and monthly cases. This trend is specially significant at the annual scale, where 6 out of
10 points are situated over the Northern Atlantic ocean, whereas in the daily and monthly cases
only 1 or 2 points cover this zone. A possible explanation for this result is that in the short-
term scales (daily and monthly) the points covering continental zones provide more information.
However, in the long-term scales, quarterly and annual, the filtering effect of long-term averages
makes that points in the Ocean are more informative than those in-land.

Figures 5.16 and 5.17 show the results for N = 15 and N = 20 cases, respectively. It is pos-
sible to see a clear pattern, where the solution for the daily case is modified when longer-term
averages are considered, and again, there are clear differences between the daily and monthly
cases with the quarterly and annual, where more points over the ocean are considered. In all
cases, the South West corner of the considered region is not covered with any point, which indi-
cates that this zone is not very informative for the temperature field reconstruction in Europe.
It might seem that the Azores High present at this zone is the responsible for this effect, because
of the reduced variability in that area. It results in an information loss related to temperature
field reconstruction from that specific zone.
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Figure 5.14: Best solution found (red points) by the CRO-SL, for the ERA dataset with different
temporal scale (N = 5); (a) daily; (b) Monthly; (c) Quarterly and (d) Annual.

5.3.8 Discussion V: CRO-SL computational performance

Finally, a brief note on the computational behaviour of the CRO-SL algorithm. We discuss
the CRO-SL performance in terms of how the different substrates (search procedures) help the
algorithm find better solutions. Figure 5.18 shows the number of new larvae (solutions) able
to get into the reef during the CRO-SL evolution, and the percentage of best larvae formed in
each substrate, for the ECA and ERA datasets and N = 10. In this figure it is easy to see that
the 2Px and the MPx operators dominate the production of the best larvae, and they are those
which get the highest number of larvae into the reef in each generation. In the first stages of the
algorithm, the contribution of the HS, DE and SM operators is significant, mainly the SM, which
in the first 100 generations seems to produce better larvae than the MPx in the ECA dataset.
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Figure 5.15: Best solution found (red points) by the CRO-SL, for the ERA dataset with different
temporal scale (N = 10); (a) daily; (b) Monthly; (c) Quarterly and (d) Annual.

In the ERA case, the SM operator is the third best contributor to the search capability of the
CRO-SL. Figures 5.18 (a) and (c) show a nice convergence of the algorithm in terms of number
of new larvae in the reef versus generations. Note that at the beginning of the algorithm, the
number of new larvae in the reef is significant, pushed by the fact that the number of holes in
the reef is high, and the operators are able to find good quality solutions quickly. In the last
stages of the algorithm, the number of new larvae in the reef is less important, and a minimum
of larvae renewal due to depredation is maintained until the end of the algorithm. In the case of
the best larvae generated, Figure 5.18 (b) and (d), note that there is a clear dominance of 2Px
and MPx, consistent during all the CRO-SL evolution. Note also that, although these figures
show the percentage of best solutions obtained per generation, not all them will be able to get
attached in the reef. Thus, these figures only show the best larvae in generation, but not as part
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Figure 5.16: Best solution found (red points) by the CRO-SL, for the ERA dataset with different
temporal scale (N = 15); (a) daily; (b) Monthly; (c) Quarterly and (d) Annual.

of the final reef of solutions considered in the CRO-SL (many of them will be discarded by the
algorithm before getting into the reef).
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Figure 5.17: Best solution found (red points) by the CRO-SL, for the ERA dataset with different
temporal scale (N = 20); (a) daily; (b) Monthly; (c) Quarterly and (d) Annual.
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Figure 5.18: Evolution of the number of new larvae which are able to get into the reef per
generation and substrate, and percentage of best larvae obtained from each substrate, for the
ECA and ERA datasets in the case N = 10; (a) Number of new larvae in the reef (ECA);
(b) Percentage of best larvae formed (ECA); (c) Number of new larvae in the reef (ERA); (d)
Percentage of best larvae formed (ERA).





Chapter 6

Representative selection for wind
speed fields reconstruction

6.1 Introduction

This chapter applies the methodology described in Section 5 to the wind speed, which is a
variable much more difficult to predict, due to its extreme spatio-temporal variability. This limits
the geographical representativeness of the wind measuring points. On the other hand, the density
of wind observation sites is much lower than those for other variables, such as temperature or
precipitation. Thus, characterising wind variability out of the observational points is usually
much less reliable than for any other variable. In this chapter we analyze how wind fields can
be reconstructed from a limited number of representative points. This problem is significant
for wind speed prediction and wind resource analysis, for different reasons: the reconstruction
of wind speed series is an important topic in wind speed prediction which is usually carried
out by using neighbour stations [Saavedra2013, Dias2018]. The study of long-term wind speed
variability is also relevant for wind resource analysis and evaluation [Ritter2017]. In these
applications, the selection of a representative subset of points to characterize the wind speed is
a challenging problem. In fact, traditional optimization algorithms do no work properly due to
the discrete nature of the encoding, and the black-box characteristic of the objective function
(outcome of the AM reconstruction algorithm). From a different point of view, the solution of
this problem should allow the identification of the best location of measuring points to accurately
evaluate a given wind field. As in the previous chapter, we deal with a RS optimization problem,
in this case with a wind speed field. The CRO-SL algorithm, with the same structure, encoding
and substrates than those defined in Section 5.2.2, has been considered.

91
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6.2 Experimental evaluation

6.2.1 Data, algorithms for comparison and experimental parameters

In order to illustrate the performance of the chosen approach, we consider gridded monthly
average wind data from the ERA-Interim reanalysis of the ECMWF [Dee2011]. Data from
January 1979 until July 2017 are taken, with a total of t̂ = 462 months available. We have
divided them into training period (tT = 231) months and test period (tV = 231) months. Figure
6.1 shows the location of the reanalysis nodes (|S| = 540 nodes considered).
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Figure 6.1: Location of the measuring points in the ERA-Interim reanalysis nodes considered.

For comparison purposes, we consider a number of state-of-the-art meta-heuristic algorithms:
a HS [Geem2001], an EA [Eiben2003] with two points crossover, tournament selection and
uniform mutation, an integer version of the PSO [Kennedy1995] and a SA [Kirpatrick1983].
The parameters of the CRO-SL used in this application are summarized in Table 6.1. This table
also shows the parameters of alternative approaches for comparison.

6.2.2 Results and discussion

The experiments consist of running the CRO-SL and the alternative meta-heuristics for
comparison in four different cases: N = 5, 10, 15 and 20. Note that they imply a reduction
in the number of measuring points of 99%, 98%, 97% and 96%, respectively, to carry out the
wind field reconstruction. Table 6.2 shows the results in terms of the RMSE in the wind speed
field reconstruction, with the CRO-SL and the meta-heuristics considered for comparison. As
can be seen, the CRO-SL is able to obtain the best results consistently for all values of N .
The EA obtains the second best solution in most cases, slightly better than HS, PSO and SA,
respectively. The differences in performance are more acute when comparing the CRO-SL with
the rest of meta-heuristics, which means that the search capabilities of the proposed approach
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are significant.

Table 6.1: Parameters of the optimization meta-heuristics compared in this paper: CRO-SL,
HS, EA, PSO and SA.

CRO-SL Parameters
Initialization Reef size = 50× 40 (2,000 positions), ρ0 = 0.9
External sexual reproduction Fb = 0.80, T = 5 substrates: HS, DE, 2Px, MPx, SM
Internal sexual reproduction 1− Fb = 0.20
Larvae setting κ = 3
Asexual reproduction Fa = 0.05
Depredation Fd = 0.15, Pd = 0.05
Stop criterion kmax = 1000 iterations
HS Parameters
Harmony Memory 2,000 harmonies
HMCR 0.8
PAR 0.3
Stop criterion kmax = 1000 iterations
EA Parameters
Population 2,000 individuals
Selection Tournament
Crossover Two-points
Mutation Uniform integer
Stop criterion kmax = 1000 iterations
PSO Parameters
Swarm 2,000 particles
Learning rates φ1 = 0.5, φ2 = 0.5
Maximum velocity Vmax = 10
Stop criterion kmax = 1000 iterations
SA Parameters
Temperature Change Tn+1 = Tn

0.01·(n+1)
Changes per temperature 2,000
Mutation Standard integer Mutation (SM)
Stop criterion kmax = 1000 iterations

Once we have spotted the CRO-SL as the best meta-heuristics among those tested, we apply
it in order to study the RMSE dependence of N for large number of N values. The results
are shown in Figure 6.2. Note that each point corresponds to 5 CRO-SL runs (average value is
displayed). Results for N = 5, 10, 15 and 20 are marked in red in the figure, for reference. As
can be seen, the RMSE obtained is smaller when N grows, as expected, until a value of around
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Table 6.2: Results in terms of the RMSE for the wind speed field reconstruction (m/s) obtained
in the Europe reanalysis data, by the CRO-SL, HS, EA, PSO and SA approaches.

CRO-SL
Best Mean Var

N = 5 0.76 0.77 3e−2

N = 10 0.71 0.72 2e−2

N = 15 0.68 0.69 e−2

N = 20 0.67 0.68 2e−2

HS
Best Mean Var

N = 5 0.80 0.85 e−2

N = 10 0.76 0.80 2e−2

N = 15 0.74 0.77 e−2

N = 20 0.72 0.76 3e−2

EA
Best Mean Var

N = 5 0.77 0.78 3e−3

N = 10 0.73 0.74 e−3

N = 15 0.72 0.73 e−3

N = 20 0.69 0.71 2e−3

PSO
Best Mean Var

N = 5 0.78 0.81 3e−3

N = 10 0.74 0.78 2e−3

N = 15 0.73 0.77 2e−3

N = 20 0.71 0.74 e−3

SA
Best Mean Var

N = 5 0.79 0.80 6e−3

N = 10 0.76 0.77 3e−3

N = 15 0.74 0.76 2e−3

N = 20 0.72 0.73 e−3

N = 70 stations, where it remains more or less constant. Note that the RMSE starts growing
again for high values of N (from N = 350 stations), where it seems that the information is
somehow degraded by the noise introduced when including a high number of measuring points
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in the wind field reconstruction.
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Figure 6.2: RMSE (m/s) obtained with the CRO-SL approach for different values of N .

Figure 6.3 shows the best solutions obtained by the CRO-SL (points selected), for the differ-
ent cases considered. It is very interesting that the algorithm consistently selects points in the
North Atlantic as those most informative for reconstructing the field of monthly wind speed,
mainly in the cases with lower N . When the number of possible measuring points grows (N = 15
and 20), the algorithm includes points over the Atlantic ocean, and additional a few points in
the Mediterranean, as those with the most information to reconstruct the wind speed field. This
result is clearly explained by the prevailing Westerlies in Europe, which make that points over
the Atlantic ocean contain the most information to reconstruct the average monthly wind over
the whole continent. Note that the best solution obtained does not include any in-land point.
Instead, for every solution, all the points are located over the ocean. This is again consistent,
since there are no local influences introduced by orography and topography.

Figure 6.4 shows the reconstruction error of the complete wind speed field (normalized by
the average wind speed of each point) with the AM, for different values of N . The worst
reconstruction is found in the North West Atlantic (Greenland and Iceland), parts of the Middle
East and some parts of the Mediterranean Sea. This is consistent no matter the value of N
considered to guide the reconstruction with the AM. In general the reconstruction RMSE for
the complete wind speed field is good, as can be see in Table 6.2, with values around 0.67 to
0.77 m/s when the solutions by the CRO-SL are considered.

Figure 6.5 shows the reconstruction error for the best point of the wind field reconstructed
with the AM, in the test period. As can be seen, the error is small (less than 0.5 m/s in all cases),
and there are not big differences with N = 5 or N = 20. This indicates that the reconstruction
method is strong even from a small number of measuring points to start with, so it is robust
when dealing with scarce information for the reconstruction. Note that when the number of
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Figure 6.3: Best solution found by the CRO-SL (red points stand for the selected representative
nodes); (a) N = 5; (b) N = 10; (c) N = 15 and (d) N = 20.

representative points grows, the algorithm tends to better covering some specific zones (the
Atlantic Ocean), instead of selecting new ones. This is significant, since aims to highlight the
importance of the selected zones for the reconstruction, discarding the selection of points in
alternative areas, in a similar way as for the temperature case.

Figures 6.6 (a), (b), (c) and (d) show the best solutions obtained by the CRO-SL in the
monthly field reconstruction problem for the case N = 20, in different seasons: Spring, Summer,
Autumn and Winter, respectively. It is possible to see how the representative points are again
consistently located in the North Atlantic in all seasons. It seems that in Autumn and Winter
the algorithm chooses some more points in the Mediterranean to characterize the wind speed
field than in Spring or Summer. In general the seasonal study shows similar zones as those
obtained when all the data are managed.
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(a) (b)

(c) (d)

Figure 6.4: Reconstruction error of the wind speed field (normalized by the average wind speed
of each point) with the Analogue method, for different number of selected representative points;
(a) N = 5; (b) N = 10; (c) N = 15 and (d) N = 20.

Finally, we have identified the least representative points for the reconstruction (Figure 6.7).
As can be seen, in all cases the selected points are mainly located at the North of Scandinavia
and some points in the Eastern Mediterranean. The former are located close to circumpolar
circulation, local winds with deficit of information in the reconstruction of the whole wind speed
field. The latter could be related to the high seasonality of the circulation in that area, associated
with the Etesian winds – local strong north winds of the Aegean Sea – which also seem to have
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Figure 6.5: Reconstruction error for the best measuring point reconstructed with the Analogue
method, for different number of selected representative points; (a) N = 5; (b) N = 10; (c)
N = 15 and (d) N = 20.

little information for the reconstruction of the wind speed field in Europe. This analysis shows
the physical consistency of the results obtained by the CRO-SL with AM also for wind. Note
that the method does not consider any other climatological data source, but the wind speed
series in the past, which reflects the robustness of the method.

Regarding the specific performance of the CRO-SL, we can study it in terms of how the
different substrates (search procedures) help the algorithm find better solutions. Figure 6.8
shows the percentage of best larvae formed in each substrate, for the N = 20 case. It is easy
to see that the 2Px and the MPx operators dominate the production of the best larvae, with
the SM operator as a good contributor, specially in the first stages of the algorithm. The HS
and DE substrates are those contributing the least to generate best larvae (solutions) in the
algorithm’s evolution. Another interesting analysis on the CRO-SL performance is given by
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Figure 6.6: Best solution found by the CRO-SL (20 representative points), in different seasons;
(a) Spring; (b) Summer (c) Autumn and (d) Winter.

Figure 6.9, which shows the number of new larvae able to get into the reef during the CRO-SL
evolution. In this case, the contribution of the 2Px and SM operators is higher than the rest in
the first stages of the algorithm, while the 2Px and MPx finally dominate the inclusion of new
larvae in the middle and final generations of the CRO-SL. Note that at the beginning of the
algorithm the number of new larvae in the reef is significant, pushed by the fact that the number
of holes in the reef is high, and the operators are able to find good quality solutions quickly. In
the last stages of the algorithm, the number of new larvae in the reef is less important, and a
minimum of larvae renewal due to depredation is maintained until the end of the algorithm.
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Figure 6.7: Least representative points for the wind speed field reconstruction; (a) N = 5; (b)
N = 10; (c) N = 15 and (d) N = 20.
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Figure 6.8: Percentage of best larvae obtained in the CRO-SL from each substrate, in the case
N = 20.
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Figure 6.9: Evolution of the number of new larvae in the CRO-SL which are able to get into the
reef per generation and substrate, case N = 20.





Chapter 7

Conclusions and future research

7.1 Conclusions

The research activity developed in this Ph.D. Thesis has produced significant contributions
and results in two research areas: short-term forecasting problems of wind and solar energy
resources and representativeness problems in fields of meteorological and climatological varia-
bles. Short-term forecasting of wind and solar radiation is key in the management of renewable
energy facilities such as wind farms and solar photovoltaic plants. These renewable resources
have problems of integration in the electric grid, due to their inherent intermittency, which may
cause power transport problems if a good prediction of the resource is not available. Short-term
forecasting of these renewable resources is then a cutting-edge problem, in which obtaining a
high-quality forecast of wind and solar resource have important socio-economic repercussion.
The second research area where this Thesis has produced research results is the representative-
ness problems in climatological and meteorological fields. It is well known that gridded fields
of climatological and meteorological series have inherent complexity to be evaluated, mainly
because the high number of variables involved in the process. This Thesis has obtained different
procedures to reduce this complexity, focused on a reduction of points in the field with the
minimum information loss. The evaluation of this procedure for complexity reduction has been
carried out in temperature and wind data over Europe.

Regarding the computational part of the Thesis, we have used a recently proposed
evolutionary-based optimization approach, known as Coral Reefs Optimization algorithm
(CRO). This approach has been used to construct different hybrid Soft-Computing approaches,
to face optimization problems related to prediction systems in Renewable Energy applications.
The CRO and some improved versions of the algorithm have been mixed with Artificial Neural
Networks such as Extreme Learning Machine approaches to solve problems of Feature Selection.
The CRO has also been the core algorithm in the problems of Representative Selection points
for optimal reconstruction of temperature and wind fields. A modified version of the algorithm,
called CRO-SL has been used. In this case, the algorithm has been hybridized with the Analogue
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Method to guide the search with physical sense.
A summary of the main contributions of the Ph.D. is given next, structured in two blocks:

contributions on short-term prediction problems and contributions on representativeness pro-
blems in climatological and meteorological fields.

• Short-term prediction problems of wind and solar energy resources:

1. We have evaluated two different novel FSP wrapper approaches based on the com-
bination of the CRO and CRO-SL algorithms with an ELM. First, the basic CRO
algorithm has been used to obtain the best set of variables in a problem of wind
speed prediction in a wind farm located in the North-Western coast of the USA. An
integer encoding is considered in this case in the CRO approach, so a fixed number
of features are managed by the algorithm. The prediction capacity of each reduced
set of features is analyzed by means of an ELM. A comparison with alternative ap-
proaches based on evolutionary computation has been carried out. The experiments
have shown that the best result was obtained with a set of 9 features in the CRO,
with a prediction error by the ELM of 2.5 m/s in the test set. Comparison with
alternative regression approaches such as SVR have shown the effectiveness of using
an ELM in the feature selection for this problem. In particular, a comparison with
an EA has shown improvements up to 2% when the CRO is used as global search
algorithm.

2. In a second case of study the CRO-SL has been tested as global searcher, hybridized
as well with a fast training ELM. We have evaluated this hybrid FSP algorithm with
data from a Spanish wind farm. The robustness of this approach allows including
different objective functions in the CRO-SL, in order to guide the FSP. With this,
we have evaluated the possibility of improving the ELM prediction performance in
different time-horizons (hourly and daily in this case). We have shown that is it
possible to do so, with better improvement in the hourly time-horizon prediction.
The comparison with alternative final regression has shown that the feature selection
mechanism may affect their performance differently: we have analyzed the case of
a SVR where the features obtained by the CRO-SL-ELM degrade the performance.
On the contrary, the performance of an MLP seems to be enhanced by the feature
selection pre-processing step. Thus, the wrapper approach performance may be very
dependent on the final prediction mechanism applied.

3. An important conclusion from both problems is that a fast-training prediction al-
gorithm is needed for the feature selection step when the wrapper methodology is
selected. Since a global search procedure is involved in this process, the faster the
prediction algorithm training, the better the search carried out, since more genera-
tions or search cycles could be considered. In this sense, the ELM is really well fitted
for this task, since it is extremely fast in its training sequence, and in addition its
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prediction performance is very competitive. Alternative approaches related to filter
feature selection mechanisms are known to offer a poorer performance than their
wrapper FSP counterparts in prediction problems [Kohavi1997]. In particular cases
with a huge number of very correlated features, hybrid filter-wrapper approaches may
work, using a first step with a filter mechanism to remove the most related features
[Huda2014, Huda2016]. Then a wrapper similar to those discussed in this chapter
could be applied.

4. We have also solved a problem of GSR prediction using as predictive variables the
outputs provided by a numerical weather model in a grid area over the target point
(located at Toledo, Spain). The selection of the best predictive variables and the
best grid points to be considered has been performed using the CRO-SP algorithm,
and the prediction has been obtained using an ELM network. The ultimate goal has
been to evaluate what predictive variables from the numerical weather model (i.e.
the WRF model) perform the best. For this purpose, each species in the CRO-SP
encodes a fixed and different number of variables to be analyzed and the best species
comes out as a result of the co-evolution. To determine the best set and number of
predictive variables, three experiments have been run in a 10-fold cross validation
scheme and the RMSE has been used as common measure. The experiment where
7, 8, 9, 10 and 11 variables are co-evolved (experiment E3), produces an average
error result of 69.19 W/m2 and a lowest error of 68.03 W/m2, turning in a 21.62 %
and 22.03 % improvement, respectively, over the average and best prediction without
feature selection. We show this way how a different version of the CRO approach (in
this case considering species to manage different constraints of the problem) is able
to provide very good results, improving the performance of the prediction system.

• Representativeness problems in climatological and meteorological fields:

1. We have first tackled a problem of selection of the optimal representative measuring
points over a temperature field, out of a whole large amount of initial ones. It has
connections with the more general RS problem in data science and can be stated as
a hard discrete optimization problem. Here we deal with a specific version for robust
reconstruction of monthly average temperature fields. We have used the CRO-SL al-
gorithm together with the AM as the reconstruction algorithm. We have shown that
the approach is able to deal with reconstruction problems in gridded and un-gridded
datasets. In the experiments carried out in well-known temperature datasets in Eu-
rope and central Asia, the CRO-SL has been able to obtain solid solutions and robust
reconstructions. Indeed, this method outperformed other problem-solving heuristics
such as the greedy algorithm, leading to the conclusion that regional reconstructions
cannot be well-represented by information retrieved from just a compilation of indi-
vidual stations. We have also shown the consistency of the results by solutions of
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a hindcasting problem, very similar to the initial direct problem. A final computa-
tional analysis on the best search procedures implemented in the CRO-SL for the RS
problem has been carried out, showing the multi-point and two points crossovers are
the most effective operators to obtain high quality solutions in this problem.

2. In the specific temperature fields databases considered for Europe and Centra Asia,
the CRO-SL obtains solutions which maximize the coverage of the region, as could
be expected from a RS point of view. In the ECA dataset, in the case of N =
5, the stations which are considered as the representatives cover central Europe,
Scandinavia, Central Asia, Black Sea and Southern Asia. When N = 10, Europe is
modelled with two representative stations, one for central Europe and another one
for southern Europe located in Spain. The Scandinavian station is kept, and another
close station is also selected in northern Russia. The Black Sea is in this case covered
with two stations, one in the East and another one in the West, and the rest of Asia
is covered by four stations, two of them in similar locations as in the N = 5 case.
When N grows, the representative stations still cover the same areas, but in this case
with increasing density, resulting in a more accurate temperature field reconstruction
by applying the AM. In the ERA dataset, when N = 5 is considered, one node is
located at the north of Iceland, to cover polar regions, another node is located in
Scandinavia, a node in northern Italy covers central and southern Europe and the
two remaining nodes cover eastern Europe and the Mediterranean with a node in
Egypt. When N = 10, two nodes cover the polar region, three nodes are devoted to
Scandinavia, two nodes cover central and eastern Europe, one node at the south of
Spain covers southern Europe and there are other two nodes, for the Mediterranean
and Black Sea regions. The solutions with larger N follow this trend, by locating more
representative nodes in the pole and Scandinavia, selecting some of them for central
and eastern Europe, and locating the rest in the Mediterranean and southern Atlantic
zones. Regarding the accuracy of the fields reconstruction, the reconstruction error
obtained in the ECA database varies between -2 ◦C and 2 ◦C in the majority of times
reconstructed, with peaks up to 4 ◦C at some specific times. The reconstruction error
in the ERA dataset varies between -1 and 1 ◦C in the majority of times reconstructed,
with isolated peaks about 2 ◦C in the worst events.

3. An analysis of the RS results obtained by the CRO-SL when considering different time
scales in the temperature data has been carried out. This analysis has been obtained
only for the ERA database (regular grid points), where daily, monthly, quarterly and
annual averages have been obtained and processed by applying the CRO-SL with the
AM to extract the representative nodes for each case. The results obtained show that
daily and monthly averages are quite similar, with slight variations in the represen-
tative points selected. However, quarterly and annual scales are different, and there
is a clear trend to select points situated northwards and over the ocean than in daily
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and monthly cases. This trend is specially significant at the annual scale, where 6
out of 10 points are situated over the Northern Atlantic ocean, whereas in the daily
and monthly cases only 1 or 2 points cover this zone. A possible explanation for this
result is that in the short-term scales (daily and monthly) the points covering conti-
nental zones provide more information. However, at the long-term scales, quarterly
and annual, the filtering effect of long-term averages makes that points in the Ocean
are more informative than those in-land. In all cases, the South West corner of the
considered region is not covered with any point, which indicates that this zone is not
very informative for the temperature field reconstruction in Europe. It might seem
that the Azores High present at this zone is the responsible for this effect, because of
the reduced variability in that area. This should result in an information loss related
to temperature field reconstruction from that specific zone.

4. We have also tackled a RS problem related to the reconstruction of monthly av-
eraged wind fields in Europe, from a reduced number of representative points
(N = 5, . . . , 20), also by applying the CRO-SL algorithm. As in the temperature field
reconstruction case, the CRO-SL has been combined with the AM as reconstruction
procedure. An experimental evaluation of the method using the ERA-Interim rea-
nalysis data (monthly resolution) has been carried out. The results reveal that the
spatial pattern of the representative points is consistently located over the Atlantic
ocean, which agrees with the predominance of the mid-latitude Westerlies in the re-
gion, whereas in-land measuring points have less reconstructive information. The
reconstruction of the complete wind speed field with a reduced number of selected
points is accurate, with average errors lower than 1 m/s in the test period.

5. We have observed a common behaviour pattern of the algorithm in both RS pro-
blems (temperature and wind fields). We have found that once a certain number of
stations or nodes goes over a threshold, the improvement in the field reconstruction
is obtained by increasing the density of data in the given zones and not by reshaping
the number of regions with distant time series. In other words, the algorithm tends
to use consistently points of the same areas as N increases. Thus, the performance
improvement is obtained by increasing the sampling density in the key regions, rather
than including new areas of information. Of course, the obtained zones vary with the
variable under study (temperature or wind), but the way in which the algorithm ob-
tains the field reconstruction is similar in both cases. These findings show that the
algorithm operates with climatic coherence and validates the methodology exposed
herein.

6. The CRO-SL algorithm obtains solutions with climatological consistently in the two
RS problems. In the temperature field reconstruction, we found that a set of pre-
defined data points intends to optimally maximize the coverage of the European
continent so different temperate and continental climates can be represented within
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the reconstruction. These local distributions are similar for both datasets considered
(ECA and ERA), giving spatially coherent results. In the wind speed field recon-
struction the algorithm mainly includes points over the Northern Atlantic ocean, and
additional a few points in the Mediterranean, as those with the most information
to reconstruct the wind speed field. This result is clearly explained by the prevail-
ing Westerlies in Europe, which make that points over the Atlantic ocean contain
the most information to reconstruct the average monthly wind over the whole conti-
nent. Note that, in this case, the best solution obtained does not include any in-land
point. Instead, for every solution, all the points are located over the ocean. This
is again consistent, since there are no local influences introduced by orography and
topography.

7.2 Future research lines

Starting from the significant results obtained from this Ph.D. Thesis, there are several di-
rections in which subsequent studies could progress. Some of the detected areas to be addressed
in depth in the near future are the following:

• Due to the generality of the approaches used in the problems tackled in this work, the
methodology in this Thesis can be extended to different problems with other atmospheric
or oceanic variables. A good example is the study of wave and ocean energy, in which
problems of feature selection in prediction problems and significant wave height field re-
construction appear.

• It would be interesting to explore alternative ultra-fast training networks such as CNNs
to be hybridized with the CRO-SL. A CNN consists of a number of convolutional and
sub-sampling layers optionally followed by fully connected layers. The input of a CNN is
usually an image, since their major application up until now is image processing problems.
However, there are recent studies which have applied this class of networks to normal
(usually very large) databases of classification and regression problems [Gu2018]. The
hybridization of CNNs with different versions of the CRO algorithm is therefore a research
challenge for the future.

• The application of Machine Learning techniques to palaeo-climatic problems is also an
appealing future research line. In fact, the RS tackled in this Thesis can be adapted to
represent proxies measurements, so it is possible to obtain the set of proxies which provide
the most information for the reconstruction of a given palaeo-climatic variable.

• An innovative research line to be explored is the inclusion of Complex Networks method-
ologies [Barabasi1999, Albert2002] in problems related to atmospheric sciences. In fact,
there are very recent works dealing with somehow related problems in the field of Hydrol-
ogy [Jha2017b, Naufan2018]. The idea is to obtain evolutionary versions of the networks to
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adjust them to a given required pattern, for example to study the relationship of different
wind farms production over the time with different characteristics, etc. This idea could also
serve to carry out studies related to climate change, by monitoring the changes occurred
in the complex networks which model a given phenomenon. This idea has been previously
applied to the study of the ENSO and related phenomena [Ludescher2014, Wang2016].

• The last research line to highlight is to apply Soft-Computing related techniques to address
Climate Change detection and attribution problems in atmospheric physics. The idea is
to model some of this problems as classification, regression or optimization tasks, which
can be solved by means of advanced Soft-Computing based approaches. The comparison
of these modern computation techniques with classical methodologies and the projection
to the future of the obtained results would be alternative lines which could be explored in
the future.
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