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1 Introduction

1.1 Background

The solar radiation is the primary source of energy for the climate system. The pole-to-equator
temperature gradient, which is maintained by differential absorption of solar radiation, is the
driving force for Atmosphere dynamics and the general circulation. Accordingly, variations in
solar activity can exert a great influence on the Earth’s climate. Assessing the impact of solar
variability on climate is a crucial step in the task of understanding natural and anthropogenic
forced climate variability and change.

The most useful variable to determine the forcing exerted by solar variability on climate is
the total solar irradiance (hereafter TSI); i.e., the spectrally integrated shortwave energy flux
density in units W/r reaching the top of the atmosphere. Fig. 1 shows the evolution of the TSI
sampled since 1979 by compositing measurements from different satellites. The record shows
a clear 11-yr oscillation of roughly 1 W/mwhich makes up a relative change of 0.1% in the
TSI. This is the so-called 11-yr solar cycle, and will be referred as “solar cycle” (SC) throughout
this thesis. Strong fluctuations in the TSI also occur at shorter time scales. They are related to
the 27-days rotational period of the Sil.mlMQJ.EJ_el_a.IJ [ZQ_Oj’] (the “rotational cycle”). While
short term variations over the rotational cycle can exceed the 11-yr SC (0.3%), the latter is of
greater interest for climatic studies.
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Figure 1: Daily values of the total solar irradiance (TSI) nfro radiometers
aboard different satellites from November 1978 to December 2004. Source:
http://www.pmodwrc.ch/pmod.php?topic=tsi/composite/SolarConstant

The SC is also commonly referred as “sunspot cycle”, as it can be clearly tracked in the
sunspot number. Sunspots are dark areas visible on the Sun’s surface, whose number, on aver-
age, increases to 100-200 units during peaks of the 11-yr cycld.JFig. 2 shows the Sun’s surface


http://www.pmodwrc.ch/pmod.php?topic=tsi/composite/SolarConstant

in the years 2000 and 2009, which represent the maximum anichomm of cycle number 23.

In year 2000, the surface was covered by more than 100 sunspots, while it was completely spot-
less in 2009. The increase in the sunspot number causes a reduction of the visible light emitted
by the Sun. However, sunspots are also surrounded by brighter areas, the so-called “faculae”,
that can be better spotted in extreme ultraviolet (EUV) images of the Sun, as shown[ih Fig. 3.
On time scales of the 27-days solar rotation, the sunspot “darkening” causes sudden reductions
in the TSI [Frohlich and Lean2004]. This effect is mostly seen around maxima of the 11-yr
cycle, which is when the sunspot number maximizes (se€Fig. 1). However, on interannual time
scales, the faculae brightening over-compensates for the sunspot darkening, giving rise to an
in-phase 11-yr oscillation in the sunspot number and TSI. Hence, TSI and sunspots are highly
correlated on decadal time scales.

July 19, 2000

Figure 2: Images of the solar disk in the year 2000 (left), ar@D92 (right).  Source:
http://earthobservatory.nasa.gov/I0TD/view.php?id=37575

Figure 3: As FiglR, taken in the EUV range. Souitetp://stereo.gsfc.nasa.gov/

A relation with solar activity has not only been observed in sunspots but also in other phe-
nomena, such as the galactic cosmic rays and the geomagnetic activity. The incidence of geo-
magnetic storms and peaks in galactic cosmic rays predominantly occurs during the descending
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phase of the 11-yr solar cycle, and is associated with higfaency phenomena such as so-
lar energetic particles and coronal mass ejections, rather than decadal scale changes in solar
irradiance.

The galactic cosmic rays are better correlated with TSI on decadal time scales than the ge-
omagnetic activity, such that their variations are inversely correlated with the 11-yr sunspot
cycle. This is due to a modulation of the heliospheric “shielding” of cosmic rays by the solar
magnetic field, which varies in-phase with the 11-yr cycle in TSI and sunspots. The observed
negative TSI-cosmic rays correlation is the basis for the reconstruction of solar activity with
cosmogenetic isotopes. Millennium long reconstructions of solar activity were derived from
isotopes, such as e.g. Beryllium-10, although their relationship with the TSI is highly uncertain
due to atmospheric mixing processes and wet and dry deposition from the atmosphere to the
ice [Steinhilber et al,2012].

Due to its easy detection and direct relation to solar magnetic activity, the sunspot number
is considered a more reliable proxy for solar activity than isotopes, although its records only
reach back to the 17th century. The sunspot number and other broad characteristics of sunspots
(i.e., spatial distribution on Sun’s disk) were routinely documented by astronomers, making

sunspots the longest direct indicator of the solar actidﬂﬁﬁ[ﬂch_aﬂd_LeanO_Oﬁ]. Fig.[4

shows the evolution of the sunspot number, derived from the Zurich and group sunspot number
definitions I[&[a_quﬂo_el_dl.[ZQli;[HQ;Lt_and_S_Qhﬁnélh.M]. The amplitude and duration of the
sunspot cycle are not uniform, which gives rise to cycle-to-cycle variability. In addition to
the 11-yr cycle, the sunspot records also exhibit a 80/90-yr periodic modulation of the cycles
amplitude ].

Secular scale variations are uncertain due to the use of different definitions of the sunspot
number in historical recordE[amaM)Lel_dl.ﬁO_Oi]. However, there is multiple evidence of a
prolonged sunspot minimum during the second half of the 17th century, which is called “Maun-
der Minimum” ,M]. During this period, solar activity was likely to be below average.
Climatic proxies in the Northern Hemisphere show a concurrent cold phase in the 17th century,
which is commonly referred to as the “Little Ice Agm_ai,.ﬁo_oi]. This indicates a
clear Sun-climate relationship on time scales longer than the 11-yr cycle. However, the exact
TSI forcing during the Maunder Minimum is unknown, as the sunspot number always returns
to zero near the minimum phase of all 11-yr cycles on records. Thus, even though there is also
some evidence of variations at time scales beyond the 11-yr, the SC is the best documented type
of solar variability.

While TSI changes over the SC of 1 Wrdirectly translate into a top of the atmosphere
(TOA) radiative forcing for the climate system of 0.25 Wirthe spectral dependence of irra-
diance changes determines the vertical and spatial distribution of the forcing within the atmo-
sphere. For instance, the ultraviolet (UV) part of the spectrum is absorbed in the stratosphere,
while the visible (VIS) penetrates to the surfa r[ZD_O_é]. Unlike the TSI for
which an uninterrupted record exists since 1978 (sed Fig. 1), the solar spectral irradiance (SSI)
measurements are intermittent due to the termination of the satellite operations aboard which
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Figure 4: Yearly averaged Zurich (orange) and group (blue3got number. Before around 1880, group
sunspot number is thought to be a more robust representation of actual levels of activity. The Zurich
number (also called the Wolf number) was introduced in the 1840s by Rudolf Wolf as an objective
measure of the number of sunspots. The group sunspot number is a later improvement. The solid orange

circle marks the average over the year 2011. R8nianki and Krivovg2011]
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Figure 5: Time series of the solar spectral irradiance, nateg in the UV range (160-208 nm), from

radiometers aboard different satellites. Fiﬁmhligh_and_LﬂdrﬂZD_OJ]

the radiometers were deployed. In addition, sampling was limited to specific UV bands. This
is shown in Fig[b, which depicts the evolution of the SSI integrated over the far UV range
(160-208 nm) over cycles 22 and 23, measured by radiometers aboard the Solar Mesosphere



Explorer (SME) and the Upper Atmspheric Research SatelifeRS). Note that while the ra-
diant energy in the UV range is low (less than 0.2 \B)nthe 11-yr peak-to-trough variation is
stronger than in TSI (5-10 % compared to 0.1 %).

Given the prominent role of the UV radiation in the 11-yr solar variability, long-term records
of the SSI with sufficient spectral resolution and temporal accuracy (i.e., to a few %) would
be needed to determine reliable estimates of the radiative forcing and its spectral dependence.
Unfortunately, in addition to the inhomogeneity of measurements, instrument degradation and
stability limit the accuracy of such measurements to a few %, close to the relative variation in
the UV range Rottman et dl.|;0_0_:b]. This motivates the development of empirical models of
the SSI using physically-based proxies of solar irradiance, for which uninterrupted records are
available.

As noted earlier, sunspots are a proxy for solar activity, although their relationship with
spectral irradiance in the UV part of the spectrum is indirect. Other more objective indicators of
UV irradiance are the Mg-Il core to wing index, the Lymerand the 10.7cm flux. The Mg-II
core to wing index, and the Lymam<lux are related to the emission lines in the EUA=121
nm) and in the mid UVA =280 nm), respectively, which are the highest variable wavelengths in
the UV ( 10%). Another commonly used indicator of UV variability is 10.7cm radio emission
flux (also referred to as the F10.7cm index), for which a continuous database covering more than
50 years is available. The F10.7cm flux primarily reflects brightness changes in the corona, and
is thus considered a reliable indicator of UV variability.

Long-term records of the SSI were constructed with the empirical model develohedby

]. They used a combination of proxies of sunspot darkening and facular brightening, con-
structed with information from the aforementioned indices, such as the Mg-Il index, ground and
space-based measurements. By using the same model, the SSI record was extended back to the
17th century@] ] and has undergone a recent upd@!{]_e_t_a] |_0_0_$ ;Wang et ai

]. Even though modeled SSI data are useful in solar cycle studies due to their extension
and spectral resolution, they are based on empirical relationships. For the first time, a com-
prehensive sampling of the SSI across the whole spectrum was possible with the launch of the
SORCE satellite mission in 2003, which included a Spectral Irradiance Monitor (SIM) instru-
ment measuring the solar radiation from X-ray to the near-IR. The recorded SSI variations over
the 2004-2008 period are shown in Hi§. 6 for both SIM observations and the Lean MI [
] Unexpected features were found, such as the solar cycle out-of-phase change of VIS ra-
diation, and the stronger UV variation (by an order of magnitude) compared to empirical models
of SSI m ]. These estimates suggest that the radiative forcing of the UV on
climate may be much stronger than previously thought. In addition, VIS radiation directly al-
ters the surface energy budget; thus, the understanding of the impact of the 11-yr solar cycle on
climate would need to be revisitelﬂsﬁLgh_e_t_aJ LOJ] However, estimates from SORCE-SIM
are limited to part of solar cycle 23, and must be thus deemed as provisional before further val-
idation is done with additional observational ewde@ M] It can be thus concluded
that the SC is mostly prominent in the UV wavelengths, even though the precise magnitude of




the 11-yr variability is still uncertain.
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Figure 6. Comparison of SSI changes from SORCE-SIM measursmand the empirical SSI model
of [@] during the 2004-2008 period, which corresponds to the descending phase of the solar

cycle number 23. Frothlarder et al.[2009]

1.1.1 The impact of UV radiation on stratospheric ozone

Even though the 11-yr variability in UV radiation is much stronger than at other wavelengths,
the UV part of the spectrum is primarily absorbed in the stratosphere by oxygen and ozone. As
depicted in FiglJ7, the molecular oxygen is most effective in the far UV (below 200 nm) due
to the Shumann-Runge continuum, which is most significant between 40 and 95 km altitude.
Ozone becomes the major UV absorber in the mid UV (200-300 nm) due to the Hartley-Huggins
bands, which are responsible for ozone photodissociation below 50 km, peaking at 30 km where
0zone concentration is greatelMdnana&mé,ﬂ;O_OjB].

The UV radiation plays a key role in the photochemical production of ozone in the strato-
sphere, which is described by the “Chapman cyd;ll&ﬁ[]a.nakumir{zo_o_é]. In brief, molecular
oxygen is dissociated by high-energy UV photoAs<{ 250 nm) into atomic oxygen (step 1).
Oxygen atoms quickly react with oxygen molecules to form ozone (step 2). Ozone absorbs UV
radiation @ < 310 nm), whereby ozone molecules are dissociated into molecular and atomic
oxygen (step 3). Through absorption in steps 1 and 3, the energy of UV photons are turned
into thermal energy, which explains why the stratosphere is generally warmer than the upper
troposphere. Due to the different absorptivity of oxygen and ozone, ozone is photochemically
produced in the far UV (steps 1-2), and destroyed by radiation at somewhat longer wavelengths
(i.e., in the mid UV). Variations in the UV radiation, such as those observed during the SC, can
have a profound impact on the Chapman cycle. Hence, assuming that the absorption of solar
radiation by the ozone layer is directly thermalized, a strong signature of the solar cycle should
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Figure 7: Absorption cross sections of molecular oxygen amahe in the UV range

be found in the tropical stratosphere, where the ozone concentration is highest, and where the
Sunis overhead. As shown in the next section, observational evidence supports this expectation.

1.2 The 11-yr solar signal in observations

The hypothesis that variations in solar irradiance could alter Earth’s climate was first raised
byE(ﬁ [@]. This view seemed to be supported by other contemporaneous studies showing a
statistical relationship between meteorological variables and solar variam ]. A

number of papers reported apparent correlations on both 11-yr and shorter time scales between
data from individual weather stations and the sunspot number. However, many of these findings
are statistically questionablm @]. Limitations in early observational studies were
posed by the poor quality and sparsity of the observations, and the methods used to diagnose
the solar signalm .

The advent of global reanalysis and satellite products allowed for an improved characteriza-
tion of the 11-yr solar signal throughout the atmosphere, from the stratosphere to the surface.
The observed SC signal in stratospheric ozone (0.5-50 hPa) is shown [0 Fig. 8. It was diag-
nosed b kharev and H ﬂmﬁ] as solar regression coefficient from the analysis of ozone
retrievals from the Solar Backscatter Ultraviolet (SBUV) instrument over the 1979-2003 period.
The values in percentage indicate the relative variation during peaks of solar activity, compared
to solar cycle minima. At low latitudes, there is a vertical double peak structure, indicating
a significant ozone increase, reaching 2% in the stratopause region (at about 50 km) and in
the lower stratosphere (around 20 km). In addition, there are two mid-latitude regions show-
ing a significant increase in ozone in the middle stratosphere around 30-40km. This structure

is confirmed in other two independent satellite data@ﬁl{(ﬂaﬂaﬂdﬂ@b&ﬂ@ﬂ and it is

also reproduced using a different analysis technique on a longer satellite dataset, albeit with




weaker maxime{E&aﬂd_el_aadﬂd;O_O_J}’]. Thus, a clear signature of the SC is observed in strato-
spheric ozone, in agreement with the expectations based on the role of the UV in the Chapman
Cycle outlined in Sectioh 1.1.1. While the upper stratospheric ozone increase is well estab-
lished in terms of UV impacts on photochemistry, the increase in the tropical lower stratosphere
is possibly linked to dynamical transport changes, as ozone is in approximate photochemical

equilibrium in this region@, ].

5% change in ANNUAL MEAN ozone (Smax—Smin) 1979-2003
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Figure 8: Solar regression coefficient in zonal mean ozonm fBBUV data (1979-2003), displayed
in terms of % relative values. Shaded areas are statistically significant at the 95% confidence level.

From'Soukharev and Hobf2006]

The solar signal in zonal mean temperature is shown i Fig. 9, as diagndEairha'_a.nd_QLdy
] from re-analysis data over the 1979-2008 period. Warming is localized in the tropical
stratopause, suggesting a temperature increase of 1.5 K during peaks of solar activity. As it will
be shown in the next section, this signature is robust and agrees with theoretical expectations.
In the tropical stratosphere, no solar response is present at 30-40 km, while a weaker maximum
around 0.5 K is placed at 20 km. These responses give rise to a vertical double peak struc-
ture, similar to that observed in zonal mean ozone. While it is reasonably well established that
radiative processes drive the solar response in the tropical stratopause, the observed signals in
other atmospheric regions are far less understood, and require the existence of dynamical mech-
anisms. This especially applies to temperature increase in the tropical lower stratosphere, which
i@ﬁssibly linked to changes in upwelling related to the Brewer Dobson circul@pﬂ
].

In addition to the tropical signals, regions with significant warming are also found in the
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Figure 9: Solar regression coefficient in zonal mean temperdtom a merged ERA-40/ERA-Interim
dataset for the 1979-2008 period. Shaded areas are statistically significant at the 95% confidence level.
From[Frame and Grayi2010]

polar stratosphere in both hemispheres, and in the mid-latitude ( 30eV@er troposphere.
The warming in the polar stratosphere is a late winter feature of each hemisphere, which still
stands out in the annual mean due to its large amplitude. In the Northern Hemisphere, the late
winter (February) warming in the polar stratosphere is mainly observed during solar maximum
winters that coincide with the westerly phase of the Quasi Biennal Oscillation (QBO), when
anomalies can be larger than 4 K, while cooling is found during solar maximum and QBO east
conditions. This QBO modulation of the solar signal was first observe{dahj&zklj[ll%j],
and was later confirmed adding 20 more years of (J]abjlzke_and_Kung@D_Qé] This signal
could also be part of a solar cycle modulation of the extratropical effect of the QBO, known
as the Holton-Tan reIationshih)i[lllQn_a.nd_'[aHm_S_(l)], which predicts a cold (warm) vortex
under QBO west (east) conditions. The high statistical significance of the polar vortex warming
under QBO west and solar maximum conditions was confirmeb:_amp_a.ndluﬂdZQﬂ].
They suggested that this signal is possibly linked to the predominant occurrence of Sudden
Stratospheric Warmings (SSWs) in these wint&amp_andluﬂdzo_oj] also proposed that
the cooling observed during QBO east and solar maximum winters is indicative of a non-linear
behavior, as the vortex is already disturbed in the east phase of the QBO, the solar maximum
conditions do not lead to any further warming. Similar non-linearities are also observed in other
combination of forcings, such as warm ENSO events and QBO east condM,

]. These studies highlighted the importance of QBO-solar interactions in shaping the solar




signal at high latitud€s 9.

In the lower troposphere, the warming bands observed in mid-latitudes are due to circula-
tion changes associated with the observed poleward expansion of the tropospheric jets during
peak years of solar activity, as reported@. [@]. These changes are consistent with the
stronger zonality at mid latitudes during years of maximum activity, which in turn, is linked to
a more zonal NAO patterv’i?gderga ], and a more extended NAO influence on European
temperatureﬁimﬂnp_el_ath_OLE]. In addition, blocking activity is less prominent over the Eu-
ropean continent, being relegated to the West Atlantic se[BmﬂbpﬁdLo_el_aJ,[ZD_O_é]. Other
observed changes during peaks of solar activity also include an eastward shift and weakening
of the Aleutian Low [Christoforou and Hameéh_9_9j;[RQy and HaigH;Oﬂ)].

There is also evidence for 11-yr solar signals in the ocean, as e.g., in upper oceanic tempera-
ture thle_el_aH19_9j’] In the tropical Pacific, peaks of solar activity might lead to a La-Nina
like responseh{an Loon and Meeh ], which is followed by a warm EI-Nifio a few years
later hl and Arbl r{;O_O;i)]. There are also indications of an increase in off-equatorial
precipation [M_e&hLel_aJ [ZO_O_Sb], a weakening of the Hadley célic[ﬂﬂa_and_smba‘HZD_O_é],
and a modulation of the Indian Monsoon system, with higher precipitation over Arabia and
India during solar maxim@ ].

To summarize, there is ample observational evidence of a SC signal in different compart-
ments of the climate system. Considering the small amplitude of the SC radiative forcing (0.25
W/m?), dynamical feedbacks are needed to explain the magnitude of the observed signals. Next,
we review the main mechanisms that have been proposed in the literature.

1.3 Mechanisms

General consensus has been reached on the radiative nature of the solar signal in the stratopause
region (Fig[9). An increase in the UV radiation during peaks of the 11-yr cycle affects the
Chapman cycle by enhancing both oxygen and ozone photolysis. As described in Section
1.2, radiometric measurements and irradiance modeling indicate that the increase is stronger
in wavelengths affecting the molecular oxygen photolysis (far UV, 200 nm) than at those in
which ozone is photolyzed (i.e., at 250 nm, see I[IZD_O_:)I?]). The resulting fast
recombination of oxygen atoms leads to a net ozone production, resulting in the observed ozone
increase in the tropical stratopause (Fig. 8). The additional ozone further increases the strato-
spheric heating caused by absorption of the UV radiation, thus providing a positive feedback
mechanism that amplifies the temperature response to the 11-yr solavkémmt_aj, [ZQlﬁb].
Idealized modeling studies indicate that the induced “UV-ozone” feedback contributes to 50%
of the warming observed in the tropical stratopause re@a)[_el_aﬂ, |;O_0_Sb].

On the other hand, it is also well established that radiative processes play little role in the po-
lar stratospheric warming seen in Hi@). 9, since this pattern is mainly observed during late winter
in each hemispher&(ame_and_ﬁdy ]. The polar signal is also part of the solar-induced
change in the wintertime stratospheric polar night jet (PNJ).[Elg. 10 shows the composite dif-
ferences (MAX-MIN) in zonal mean wind for boreal winter months, obtained from NCEP re-

10



analysis, as displayed Manﬁe_s_el_dl[llo_o_éi]. Peaks of solar activity induce an acceleration of
the stratospheric westerly flow in December. The westerly wind anomalies then propagate pole-
ward and downward, following a pattern resembling the PNJ oscilliﬁmiita_and_lsur_oda

]. The westerly wind anomalies reach the troposphere during January, and induce stronger
zonality in the Atlantic sectom ]. In the polar stratosphere, westerly anomalies are
then replaced by easterlies in February-March.

M] proposed a conceptual model to explain the response found in the
extratropical winter stratosphere. According to them, anomalous heating in the stratopause re-
gion induces (by the thermal wind relation) a stronger westerly flow in the subtropics. The wind
anomalies then propagate poleward and downward through processes involving wave propaga-
tion and deposition, following the pattern seen in [Eigg 10. Suppressed wave deposition in the
polar stratosphere then leads to a weakening of the Brewer-Dobson circulation, which in turn
induces warming in the tropical lower stratosphere, consistent with the observed secondary
maximum in Fig[®. It was also argued that the suppressed upwelling in the tropical strato-
sphere can affect the Monsoon syste ]. This chain of processes provides a
propagation pathway for the solar signal to reach the troposphere, which is mainly operative
during boreal winter and is usually know as the “polar route”.

However, the applicability of this theory in observations becomes difficult because of the
dependence of the late winter solar signal onto the QBO phase, as described in the previous
section [[_a.bllzklell%j’ ' ﬂlQ_&Eb[La.bllzkHZD_OﬁlLabllzke_eldl[ZD_O_é] This
feature involves a non-linear interaction of the SC forcing and the QBO, with the QBO exerting
the strongest influence on the polar vortex through the Holton-Tan mechati ;

1980].

However, other studies studies based on idealized simulations showed that a similar solar
response in the troposphere is obtained if a heating source is applied in the tropical lower strato-
sphere|Hai ) h:la.lgh_and_B_Ladsbu_d ], with synoptic-scale waves playing a
dominant role in the poleward shift of the tropospheric[jiinipsgn_el_al,llZD_O_Sb]. The applied
diabatic heating in the tropical lower stratosphere mimics the observed secondary maximum
seen in Fig[®, and thus provides a “tropical route” for solar signals to be transferred from
the stratosphere to the troposphere, in contrast with the “polar route” discussed above. Even
though the postulated pathways involve different mechanisms (i.e., planetary-waves dissipation
in the “polar route”, and synoptic-scale wave dissipation in the “tropical route”), they have the
UV heating in common as a triggering mechanism for the chain of indirect effects leading to a
“top-down” propagation of the solar signal from the stratosphere to the troposphere and surface.

On the other hand, the SC signal in TSI has been suggested to induce changes in the surface
energy balance in the subtropical Pacific region, which initiate a chain of processes leading to
a modulation of the ENSO cycIM&eﬂa&dﬂblasléI};O_@]. Similarly, the solar response in
SSTs may also drive the poleward shift in tropospheric Jglisi ' |12Ql;k]. These
results indicate the existence of a “bottom-up” mechanism for the solar signal to propagate from
the ocean to the atmosphere, in which the 11-yr TSI forcing and surface heating play a more

11



850 y ! e
20N 40N 60N 8ON
Dec

0.01
0.1 1

104°
100 <<

850 L—; ; .

20N 40N 60N 80N
0.01 Jan
0.1 :
1- S
10f- 0
1001
850 tue : .

20N 40N 60N 80N
0.01 Feb
0.1 :

850

20N 40N 60N 8ON
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important role than UV changes through the stratosphere. However, there is great controversy
in the sign of the SSTs response in the Eastern Tropical Pacific, and hence, in the details of the
mechanisms driving the “bottom-up” pathway. While some studies point at a La-Niha like
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responselNleehl and ArblasléA;O_O_Sb; Meehl et a|,|;0_0$; Bal et al, 2Q1i], others suggest a

basin-wide warming of the Tropical Pacific during peaks of solar actng_ib_s_aad_S_CMHt

], which could be the result of a non-linear modulation of ENSO cy

]. In addition, a possible ENSO contamination of the apparent solar response in Tropical
Pacific SSTs has also been suggewm;RQy and Haighﬁoﬁ]. Hence,
the lack of robust observational and modeling evidence of an ENSO modulation by the 11-yr
solar cycle cautions against interpretation of the “bottom-up” pathway. It is also very plausible
that “bottom-up” and “top-down” pathways are not mutually exclusive, and may act together in
shaping the tropospheric response to theMel_aJ,QO_O_é].

Fig.[11 displays a schematic diagram of the pathways that have been proposed in the litera-
ture, whereby solar variability affects the climate system. Apart from the mechanisms outlined
above for the TSI and UV radiation, other variations related to solar variability are found in
galactic cosmic rays and solar energetic particles. The cosmic rays flux exhibits an 11-yr cycle,
which is in opposite phase compared to TSI, as explained in Sécfion 1.1. Based on an apparently
strong correlation between cosmic rays and low cI(JN!E&h_and_SALensmAﬂRD_O_(b] proposed
a microphysical mechanism involving a cosmic rays modulated ionization enhancing aerosol
formation. However, the statistical cosmic rays-clouds relationship has been proven to fail in
more rigorous analysis procedurh‘;a[gen_el_al.M].

High frequency fluctuations in solar activity are reflected in solar energetic particle events,
bringing about strong changes in energetic particle fluxes at polar latitudes. These phenomena
induce ionization and dissociation, primarily influencing chemical constituents, such as NOX,
which in turn induce ozone loss. In this way, energetic particles may contribute to the solar
signal in stratospheric ozone. However, there is little evidence indicating that such short term
variations could lead to cumulative effects on decadal time scales (i.e., decadal-scale changes
in NOx that could modulate ozone changes on the same time scales). Moreover, the impact of
energetic particles is restricted to a limited region in the polar stratoda[ag_[el_ad, ]

To summarize, several mechanisms have been proposed to explain both decadal and short
term relations between climate and solar variability, and it is still not clear which are dominant
and how they operate. This thesis will focus on the link between decadal climate variability and
the 11-yr SC.

1.4 Solar influence, or statistical problem?

Some of the solar signals detected in observations and discussed in the previous Sections are
highly sensitive to details in the methodology used to diagnose them. One example is the SC
signal in the tropical Pacific SSTs, whose sign critically depends on the index used for solar
activity (sunspot number, or the F10.7cm), or the analyzed pelﬂw_{aﬂd_Haith]. A
weakening of the Aleutian Low is also known to be part of the extratropical ENSO signature,
raising the possibility that ENSO contaminates the analysis of the SC SJ@Qg‘Idnd_I:Ia.idh
2010].

In the polar stratosphere, the solar signals critically depend on the phase of the QBO as dis-
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cussedin Sectidﬂ.h@bﬁ&éﬁ%jkabitzke and LQdMJLabitzkbM} This may sug-

gest a non-linear interaction of the solar signal with the QBO, or a decadal scale modulation of
the high-latitude QBO signm, M], or even contamination of the apparent solar sig-
nal by the extratropical effect of the QBhﬂs[tllQn_and_'[aHl%_(b]. In addition, the large interan-
nual variability associated with the occurrence of sudden stratospheric warmings (SSWs) in the
olar stratosphere gives rise to large scatter in data in both QBO pﬂa&s;[_aﬂd_snep@rd
], as seen in Fig. 12. This raises the possibility that correlations used as basis for the
QBO-solar modulation postulated hgbitzke et ahre due to chance occurrence.

Uncertainties also appear in the winter solar response, regardless of the QBO phase, ques-
tioning the conceptual model proposed@@ta_aad_KULO_d ]. During peaks of solar
activity, the PNJ does not always follow the poleward-downward evolution shown i Fig. 10.
This is due to strong interannual variability caused by SSWs, which cause dramatic perturba-
tions in the zonal flow in the polar stratosphere. In addltlon other forcings that exert a strong
influence on the polar vortex, such as ENSO and the ] may
map into the composite differences of MAX and MIN conditions, WhICh are typlcally used to
diagnose the solar signal in the polar stratosphere, such as [n Fig. 10.

While composite analysis is mainly used to investigate the solar signal in the polar regions,
most observational studies diagnosed the solar signal in the tropical stratosphere with aid of
multiple linear regression analysis (MLR), such as in temperature and ozone (se€d[Bigs. 8-9).
If the forcing indices used in the MLR are orthogonal, the solar signal can be separated from
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the variability associated with other indices, as e.g. ENSO, QBO, linear trends due to GHG
forcing, and volcanic eruptions. However, forcings are not orthogonal in the observational
record in part due to their limited extension. In timely limited records, spurious correlations
(“multicollinearity”) between the forcing indices can arise, such as the case of ENSO and the
F10.7cm indices over the 1979-2003 period. Due to this correlation, part of the secondary
maximum at 20 km in the tropical lower stratospheric ozone in[Big. 8 can be associated with
ENSO, and would thus be erroneously attributed to the 11-yr SC in a MLR analysis over a short
record Marsh and QarginQQ i’]. The double-peak structure in the tropics seen in temperature
and ozone has also been suggested to be due to irregularities in the QBO, which spuriously
map into the 11-yr SC L&mﬂh_a.nd_Mall;hHZD_O_é] A similar effect was also attributed to
volcanic eruptionsMeg_aad_SmihM]. Additionally, significant autocorrelation is found

in monthly mean meteorological variabl€g [,11990], a property called “persistence”,
which implies that individual data points in the predictand are not independent. In the presence
of multicollinearity, the MLR yields biased regression coefficient values, while persistence in
the data leads to overestimation of the significa@s& ].

It is therefore clear that unambiguous separation of the SC contribution is hampered by the
shortness of the currently available observational records, which only span over three 11-yr
cycles, and by the relatively small magnitude of the putative signals compared to other sources
of variability. This complicates the separation of the 11-yr solar signal from other sources of
natural variability, such as ENSO and the QBO in the stratosphere. As the attribution of the
11-yr signal in observations is challenging, the robustness of the Sun-climate relationship is
often called into question, and needs to be revisited.
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1.5 Model simulations of the 11-yr solar signal

General circulation models (GCMs) are a fundamental tool to investigate the solar influences
on climate. First, idealized GCM experiments can shed light on the mechanisms whereby the
SC affects the climate system. In addition, GCMs can be used to assess the robustness of the
solar signal, as it is feasible to run simulations extending over more cycles than those covered
by observational records, improving the reliability of significance testing. A wide range of
atmospheric models was employed in the past to simulate the stratospheric and tropospheric
response to the SC. Next, the modeling studies aimed at simulating the tropical and extratropical
signals outlined in Sectidn 1.2 and the mechanisms detailed in SEcflon 1.3 are reviewed.

1.5.1 The tropical stratospheric signal

One key aspect in the Sun-climate relationship is the response of the tropical stratosphere to the
11-yr solar cycle, which is where the strongest signature is detected in observations (ke Fig. 9).
To simulate the equatorial stratopause signal, it is essential to capture the ozone-UV feedback,
for which models need to incorporate fully interactive photochemiw, ]. Pio-
neering work in this regard was performed[ﬁ;ﬁﬁﬂdrﬂl&&é};[ﬂuang_andﬁtassghﬂﬂ.M];
@ ], who employed interactive ozone modules in 2-D chemistry transport models.
These studies reproduced the broad features of the observed solar signal in the upper strato-
sphere consisting of temperature and ozone increase during peaks of solar activity, albeit they
underestimate their magnitude, possibly because of the simplified dynamics.

The advances in computing power and in 3-D modeling lead to the development of a more
sophisticated type of GCMs with interactive chemistry: the Chemistry Climate Models (CCMs).
These models have been extensively used to simulate the atmospheric response to solar vari-

ability [|Iouma.h_e1_al| M[BQZMIEDM[EQQ@@M[ZDMM&L&DM [ZDDJ’;
LS_thidI_el_a.thld)iManhﬂs_eldl.[ZQlﬁb]. The CCMs typically consider the spectral variations
between different phases of the 11-yr SC through the use of SSI forcing rather than TSI, and are
for this reason able to reasonably reproduce the upper stratospheric reddattbes
]. However, despite the increase in complexity, there were only limited improvements

over 2-D models in reproducing the double-peak structure in tropical stratospheric temper-
ature and ozone depicted in Figs$[18-9. Like 2-D models, most CCMs fail to simulate the
secondary maximum in the tropical lower stratosphere, even though they incorporate an im-
proved representation of wave-mean flow interactions that have been proposed to be the origin
of this signal [[&Qd_e_a_aﬂd_Ku_era\J_QQjZ] Possible reasons for this failure could be the ab-
sence of an internally generated nor assimilated QBO, as in the models u$edrbg
[IZM]; Rozanov et al I; [Eg_O_LOALa_el_ai [IZD_O_A{] or the use of perpetual maximum and
minimum solar activity, and climatological SSTs as boundary conditions as in the models used
by/Schmidt et al[2010] andMarsh et al.[2007].

On the other hand, a multi-model assessment of the solar signal in CCMs participating to
the first Coupled Chemistry Climate Validation activity (CCMVal-1) revealed that the models
using transient forcings broadly reproduce the tropical lower stratospheric increase in ozone
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and temperaturép_sliLei_al,M], which suggests a potential non-linear interaction between
the solar cycle and other sources of variability. However, the apparent secondary maximum
in models was very sensitive to the analysis period, which indicates a non-stationarity of this
feature, and potential attribution issues (Sediioh 1.4). Along the same lines, other studies sug-
gested that quasi-decadal variations in ozone and temperature in the tropical lower stratosphere,
such as those attributed to the SC, could be due the result of misattribution in the MLR analy-
sis Lee and Smith2003]Marsh and Garcia2007:Smith and Matthé©008], thus pointing at

the possibility that the secondary maximum may be a false signal. However, their use of 2-D
models (e.g. llee and Smit2003;Smith and Matthe2008]) limits the potential implications

of their results.

These uncertaintites highlight the need to explore the nature of the tropical lower
stratospheric SC response. To this end, the role of boundary conditions needs to be exam-
ined in model simulations using more realistic forcings, as these may elucidate potential
non-linearities and/or statistical attribution issues. The solar signal in the tropical lower
stratosphere is a key feature in the “tropical route” for transmission of the stratospheric
signal to the troposphere as outlined in Sectioh 113. Thus, a correct attribution of the
guasi-decadal variability has also implications for correct understanding of the top-down
mechanism and the tropospheric solar signal.

1.5.2 The extratropical boreal winter signal

Many of the aforementioned modeling studies also explored the boreal winter response in the
Northern Hemisphere polar vortex. By using a simple GCM without interactive ozone chem-
istry,Matthes et a||[|2_0_04] andIAe_s_on_e_t_a|I[|2_0ﬂ] were able to simulate the observed strength-
ening of the vortex, and the poleward-downward migration of zonal wind anomalies observed
in Fig.[10. In their simulations, this pattern also propagates to the troposphere in mid-latitudes,
projecting onto a positive phase of the AO and NAO patterns. A similar stratospheric response
was also reproduced in other CCMMAIIM;E&M&AI.M]. In addition,

the models incorporating a QBO also seem to reproduce the QBO-solar modulation of the po-

lar vortex, albeit only qualitativel)ihﬂanhes_el_dl.[ZD_Oﬁ;LS_thidLel_dl.lZQl!b;lMaI];hﬂs_el_dl.

]. These studies showed modeling evidence in support of the dynamical mechanism pro-
posed bko_wa_aad_KULO_dEﬂLO_Oi].

However, the observed magnitude and seasonal march of the extratropical signals in zonal
wind and temperature were not reproduced. This was the case in the model simulations per-
formed b)}SLhmde_el_aJI[IZQld], where the downward propagation of high latitude wind anoma-
lies occurred too late (i.e., in spring months). Simulations of the SC response in boreal winter
were typically forced with idealized forcings, as e.qg., the fixed QBO phase prof l.
[@, ], or the perpetual maximum and minimum solar activity us l.

] anChS_thLdl_el_aJIﬂZQld], the repetition of the observed QBO and 11-yr cyclMl.
], or idealized UV forcing used dm_e_s_on_e_t_ah[iloﬂ]. Non-solar forcings such as GHGs
and ENSO were excluded, as performing solar-only experiments facilitates the detection of the
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solar signal. On the other hand, such procedure also leadsduesestimation of the signifi-
cance of the putative solar signals, as the underlying variability is small due to the absence of
forcings other than solar variability.

One problem common to many GCMs is the too low frequency of major SEWss ;
], which implies that the natural variability of the polar vortex in most models is under-
estimated. In addition, CCMs tended to simulate a too strong stratospheric vortex, as e.qg.
WACCM3.1 inM@M.W];MIM];WIM]. Biases in ei-
ther the background climatology or variability of the stratospheric jet hinder a realistic repre-
sentation of wave-mean flow interactio‘MﬂIIﬂe_s_e_t_dl.M], which are key in transferring
the solar influence from the upper tropical stratosphere to the high latitudes according to the
conceptual model ¢odera and Kurod 1.

The Northern Hemispheric boreal winter climate response to the SC still needs to be
explored in simulations driven with a more realistic set-up of forcings than that used in
previous studies. To this end, models with a more realistic representation of stratospheric
basic state and variability are required. Such exercise would provide robust modeling
evidence of the mechanisms operating in the polar winter stratosphere, which drive the
propagation of the signal from the upper stratosphere to the lower stratosphere, and tro-
posphere (Fig[1l).

1.5.3 The future evolution of the solar forcing

In addition to a better understanding of the solar signals and the underlying mechanisms, another
interesting open question is the future behavior of the SC and its impact on a changing climate,
as GHGs are projected to continue to increase in the next decade. The anomalous behavior
during the current solar cycle 24 has shown that the 11-yr solar cycle is far from being a quasi-
periodic forcing. Hence, repeating the solar cycle number number 23, or the sequence of the
last four observed cycles (20-23), as it is done in the IPCC models, might not be the best
approach. The range of solar predictions is limited to a few years by the lack of understanding
of the linkage between the solar dynamo and magnetic field, which shape the solar activity and
its quctuations[S_Qla.nkLa.nd_KmLOAJdZQli]. Thus, future solar activity represents a source of
uncertainty, which was underestimated in previous IPCC assessment reports.

Using statistical analysis of long-term solar indicators, solar physicists have recently raised
suggestions regarding the Sun entering a period of reduced activity (see &lkyeu bt al,

]). These conditions may resemble the grand Maunder Mini llZQli];
i.e., the 1650-1710 period characterized by an extended minimum in the sunspot activity shown
in Fig.[4, during which the solar forcing was reduced compared to current | ,@].

Since the future evolution of solar forcing is hard to predict in the long term, a future solar
minimum cannot be ruled odﬁbLa.alsLa.nd_KmLOAJaJZQLL]. In such context, it is of primary
importance to explore whether such scenario could modulate the projected global warming
driven with the steady increase in GHGs loadings.

One possible approach would be to assume a future TSI forcing like the one which oc-
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curred during the Maunder Minimum. However, reconstrudiohhistorical irradiance from

the Maunder Minimum to present show large uncertainties, as shown inFig. 13 (bottom). These
datasets assume the existence of a long-term source of irradiance variability in addition to the
11-yr cycle, i.e., a variable background component. Two reconstructions reach back to the
Maunder Minimum years, showing a TSI reduction ranging from 0.2"/@1 ] to

0.3% Lean_el_aj |L9_9_$]. Another recently published reconstruction suggests a more extreme
reduction up to O.4°/4§.£ha.pjr_o_e_t_ai,.[2Q1i]. The reconstructed background changes in the TSI
are very uncertain, since they are based on indirect proxies of solar irradiance, such as varia-
tions in Sun-like stari[&a_el_aj |_9_9_$J_Qaﬂl |_0_0ﬂ)] and cosmogenic isotop&hiapiro et al,

-] In addition, the TSI values in the Maunder Minimum may resemble those recorded dur-
ing SC mlnlmaLE_QhLmLer_e_t_a',[ZQli], which would imply the absence of a long term trend in
the TSI since the 17th century, as shown in Eig. 13 (top panel).

A number of recent modeling studies have investigated the climate impact of a period of re-
duced solar activity on projections of the 21st century. The employed models range from inter-
mediate complexit)lE[ﬂﬂﬂﬂLand_Rahmslleﬁﬂlﬁb] box- dlffu5|onLD_Qnﬂs_e1_dl12Qli] to fully
coupled ocean-atmosphere models with interactive chemiMeﬁlﬁLel_a' [ZQl;k |An31_e1_aj

]. Given the uncertainty in the Maunder Minimum reconstructions, different amplitudes
of TSI reductions were used. Most of these studies used rather extreme reductions in TSI (as
e.g., 0.25% ill]SA_e_ehLel_aJ.[IZQli], and 0.4% iJJ]_Qnes_el_aJI[IZQli]), which are in the upper-end
range of TSI reconstructions shown in Eid.13 (bottom). Despite the differences in the modeling
framework, they consistently show a 0.2-0.3 K reduction of the global mean temperature rise of
2 K by 2100, relative to simulations with unperturbed SC activity.

Even though these findings were instructive in showing that a new Maunder-like state would
sligthly reduce warming from anthropogenic GHGs, their focus was limited to the global scale
response. Moreover, it was recently shown that extreme reconstructions of the TSI during the
Maunder Minimum, such as those used the aforementioned modeling studies, are tml

]. In addition, models using spectral irradiance changes used a uniform scaling across all
wavelengths (see e.g[ME_eme_t_a', |;0Lb]), neglecting the dominance of UV variability over
other wavelengths in the spectrum.

Thus, the impact of a future solar minimum under climate change projections needs
to be investigated using a model driven with a more realistic solar minimum forcing than
those used in previous studies. In addition, effects on regional scales need to be quantified,
as they are critically important for climate change adaptation strategies.
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Figure 13: (Top) Evolution of the TSI based on the correlatbthe annual means of observed TSI

and sunspot number. (Bottom) Reconstructions of TSI over the last centuries. The different long-term
trends reflect different assumptions about the irradiance reduction during the Maunder Minimum relative

to the present. For comparison, the absolute scales of the various reconstructions have been adjusted by

constant offsets to agree during the contemporaneous epoch FEotitich and Learf2004]
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1.6 Science questions

The limitations of models previously used to investigate the atmospheric response to the SC,
the issue of the attribution of quasi-decadal variability in observational records, and the possible
descent of solar activity into a prolonged phase of minimum activity, lead to the following
scientific questions:

1. Can we simulate a realistic Northern Hemispheric boreal winter climate response in
a model with improved physics, driven with more realistic forcings than in previous
studies?

2. Can we unambiguously attribute quasi-decadal variability in the tropical strato-
sphere to the solar cycle?

3. What is the impact of a plausible future minimum in solar activity under a climate
change scenario?

These questions represent the three main goals of this thesis. By exploring the first issue,
the robustness of the “top-down” pathway shown in Eig. 11 can be tested in a more realistic
modeling framework, thereby also exploring the tropospheric impacts of the solar signal to
understand potential implications for seasonal to decadal predidﬂllnjBQD_el_a', ]. An-
swers to the second issue will provide insight into the feasibility of extracting a robust 11-yr
solar signal by using regression analysis in records that cover a few solar cycles, such as state-
of-the-art reanalysis products, and provide answers to the long-standing debate on the nature
of the secondary maximum in the tropical lower stratospk@?@_a', ]. Address-
ing the third question allows to quantify the impact of a hypothetical but plausible scenario of
future solar activityLC_hiQd_o_el_aJ, LZQlA.._SLmejIIELd]. In this way, it is possible to determine
whether a reduction in solar activity could modulate the regional distribution of climate change
patterns. Such exercise would also shed some light onto the possible mechanisms operating in
the transient response to the SC on longer (i.e., centennial) time scales.
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2 Methods

The primary tool to accomplish the proposed goals is the Whole Atmosphere Community Cli-
mate Model (WACCM), developed at the National Center for Atmospheric Research. It is a
fully coupled CCM, with an interactive stratospheric chemistry module develo.

]. Different versions of the model have patrticipated in CCMVal-1, CCMVal-2 and CMIP5
intercomparison activities. It has 66 vertical levels which extend from the surface to the ther-
mosphere (145 km) and are based on a hybrid pressure sigma coordinate system, with a variable
vertical resolution, ranging from approximately 1 km in the mid troposphere to about 3.5 km in
the upper mesosphere. The underlying GCM is based on deﬂlbs_el_a.d, [20_0_41] and uses
a finite-volume dynamical cor@, ] with 1.9 longitude by 2.8 latitude horizontal res-
olution. In WACCM, the height of the model top, along with the good resolution in the middle
atmosphere allows for an adequate representation of the stratospheric dynamics and variability
(e.q., |C_C_MMaI;i[|2Qlﬂ5]). The chemistry module calculates in-line photolysis rates due to UV
radiation and photoionization by the EUV flux. The model also includes ionization by ener-
getic particle precipitation events in the auroral regions, as explair{wj_sh_el_ai.[ilo_o_'h.

These features are key for a realistic simulation of the UV-ozone feedback in the stratosphere,
which involves the interaction of the UV variability with the Chapman Cycle, as described in
Sectior 1.B.

As input for chemistry and radiation calculations, the SSI forcing ﬁLc&an_ej_aJ[i;O_O_Elb]
is used, as in most modeling studies discussed in Seciipn 1.5. This popularity among mod-
eling groups is due to the longer extension of this record compared to direct measurements.
This allows for simulation of solar effects on climatic time scales, bearing in mind the poten-
tial underestimation of the UV variability in light of the recent SORCE-SIM estimates shown
in Fig.[8. Since the solar flux frotlhgan_ej_aj.[Z_O_O_tlb] is available in relatively high spectral
resolution, it can properly be used in WACCM without the need to interpolate to the bands
included in the radiation code. In addition, the underlying CAMRT radiation code solves for
7 bands in the UV range, which is a reasonable resolution for accurate calculation of solar
heating ratesJQ_QMMal;i ZQld)]. The offline performance of the CAMRT radiation code has
been validated for stratospheric ozone changes since 1850 with the PORT radiative transfer
tool ﬂc_on_le;Lei_ai Igoﬁ]. It was found that output from the radiation code compares well
that obtained from more complex transfer schemes. Even though the offline performance has
not been checked for maximum and minimum solar cycle conditions, the shortwave heating
rate increase of 0.2 K/day calculated during peaks of solar activity in the transient simulations
(Fig.8.12 in Chapter 8 (JLEQMVaI-i[I;Oﬂ]) agree well with CCMVal models that perform well
in this test (e.g., the EMAC model).

WACCM versions 3.5 and 4 are used in this thesis. The only major difference among
them is the ability of WACCM4 to be coupled to the full ocean model Parallel Ocean Pro-
gram (POP). The main improvements of WACCM3.5 and WACCM4 over their previous version
WACCM3.1, usedin CCMVaI-lléLusliLel_a',QO_Oﬂ%] and previous solar studies (m

]), are described next. A parameterization of turbulent mountain stress (TMS) is included
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to estimate surface stress due to unresolved orographyindhision has been proved to bring

the simulated frequency of sudden stratospheric warmings (SSWs) in very good agreement
with observationS[ERthIer_el_a', [ZD_O_Sb]. The parameterization of gravity waves has been up-
dated based on a more physically related parameterization of the sources, which leads to a more
realistic winter stratospheric jelRLchter_el_aJ, |;O_Oj§]. Failure in simulating realistic winds in

this region is a common issue in many CCMs used for the simulation of the solar signal, as
mentioned in Section 1.5.2. Both changes in gravity wave paramterization and the inclusion of
turbulent mountain stress improved the winter mean climatology of the zonal mean zonal wind
in the middle and high latitudes of the Northern HemispHBi_e_FLter_el_aJ,QO_OA)].

The implementation of the solar forcing is also improved in WACCM3.5 and WACCMA4. In
these versions, for wavelengths greater than 121 nm in the solar spectrum (Lyman-a), photolysis
and photoionization rates are calculated directly using the SSI input, according to the recom-
mendations fok;QMVal-i [I;oﬂ]. The radiative flux is obtained by integrating the spectral
irradiance data over specific bands, and is used as input for both the chemistry and radiation
modules. This replaces the implementation of the spectral irradiance in the WACCMS3.1, in
which the solar radiation shortward of 350 nm was inferred from the F10.7 index for radiative
calculations, while a different forcing was used for the photolysis calculation (the details are
given bylMarsh et al.[|2_0_0j]. In this way, heating and photolysis rates are calculated in a more
self-consistent manner in WACCM3.5 and WACCM4.

Other novel aspects in WACCMS3.5 and WACCM4 are the possibility of including a realis-
tic QBO by means of an assimilation of observed tropical stratospheric v@h’es et ;Il.

], and both radiative and chemical effects of volcanic erupttﬁhn:(‘;s_el_aj..[ZD_O_Eb].

2.1 Simulating solar cycle effects in WACCM

To simulate the 11-yr solar signal, and the boreal winter response in the Northern Hemisphere
(objective 1 in Sectioh 116), an ensemble of four WACCM3.5 simulations over the 1960-2005
period is used. The simulations were part of the CCMVal-2 acti@&l{ﬂal;i QOL{)] and are
listed in Tabldl. The design of the four members differs only in the initial conditions, as all
other observed forcings are identical. These comprise a transient 11-yr solar cycle in spectral
irradiance fronh_gan_el_a' [IZD_O_Ek], observed SSTs and seaice concentrationm

], and loadings of GHGs and ozone depleting substances from obser M

]. VWolcanic forcing is implemented by prescribing the observed Aerosol Surface Area
Densities (SADs) frorJﬂ:tha.sgn_el_é[l;LQ_ﬂ].

name (n members) SSTs QBO volcanoes solar
refbl.x (4) obs Hurrell et al., 2008]| assim Matthes et al.2010]| SAGE Il [Thomason et a.1997]| [Lean et al, 2005]

Table 1: Forcings used to perform the WACCM3.5 ensemble, lwti@imed at simulating the atmo-
spheric response to the 11-yr solar cycle (task 1).

The solar response is diagnosed using two different statistical methods of common use in the
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literature: multiple linear regression (MLR) and compositalysis. The standard MLR tech-
nique is used to diagnose the 11-yr signal in temperature and ozone in the tropical stratosphere.
In the regression equation, predictors which are consistent with the design of the WACCM3.5
simulations are included. These comprise a long-term trend, the F10.7cm index for solar ac-
tivity, two orthogonal QBO indices, and a ENSO and volcanic terms. The autocorrelation
of the residuals is taken into account in the regression analysis by including an autoregres-
sive noise model of first order in the regression equation, following the procedure formulated
by Garny et al.[2007].

The same MLR technique is applied to the ERA-40 re-analysis dataset for the 1979-2001 pe-
riod to compare with the model results. A more direct comparison with resultﬁame_aﬂd_G_raiy

] is not possible as the MLR they used to extract the temperature responke (Fig. 9) contains
more predictors than those considered in this thesis. In addition, the tropical signal in ozone is
compared to that obtained from three satellite datasets, shown Fig@i@aﬂaﬂdﬂbd
[@] for details).

In the NH high latitudes, the solar signal is diagnosed by means of composite differences
between maximum and minimum (MAX-MIN) conditions of the 11-yr cycle. Composites are
preferred over the MLR analysis, as responses in the polar stratosphere are expected to be non-
linear, as outlined in Sectidn1.2. Zonal wind changes track the response of the PNJ to the solar
cycle. Shortwave heating differences identify the direct impact of solar MAX conditions in the
upper tropical stratosphere. Transformed Eulerian Mean diagnostics are calculated to diagnose
changes in wave-mean interaction patterns, which explain the solar cycle signal in the PNJ.

The inclusion of all types of observed forcings in a model simulation allows for a more di-
rect comparison with observations than in previous related work. In addition, the availability
of four members enables a proper quantification of the internal variability. This aspect was un-
derestimated in previous modeling studies, which only used single realizations. The improved
stratospheric variability, along with the improved implementation of UV variability makes the
WACCMS3.5 model an ideal testbed for the “top-down” mechanism.

With the simulations outlined here, we determine whether a realistic Northern Hemispheric
boreal winter climate response can be simulated in a model with improved physics, driven with
more realistic forcings than in previous studies (quedtion 1 in Settidn 1.6). The first paper
included in this thesis, entitled “The 11 year solar cycle signal in transient simulations from
the Whole Atmosphere Community Climate ModédJ_F[i_o_d_o_e_t_aJ, |;Oﬁ] describes the main
findings.

2.2 The robustness of the 11-yr signal in the tropical stratosphere

The use of more realistic forcings is crucial to the aim of providing robust modeling evidence
for the solar signal. However, this practice can complicate the task of attributing 11-yr signals,
as more sources of variability potentially generate quasi-decadal variations. This issue is es-
pecially relevant when the solar signal is diagnosed by means of MLR techniques, such as the
case of the tropical stratosphere.
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In the second part of the thesis, the robustness of the sgaalsin the lower stropical
stratosphere is assessed together with the potential aliasing from non-solar forcings.

As outlined in Sectioh 114, the MLR methods can give unrealiable estimates in the presence
of (i) persistence in the predictand time series (i.e., the meteorological variable used as input
for regression), and (ii) multicollinearity between predictors. Thus, a novel MLR approach was
formulated. It reduces both persistence and multicollinearity effects by filtering the data with a
Box-Jenkins pre-whitening techniquL[x_a.nd_J_eanﬁM], and by using an optimal lag in
the predictors.

To answer questioll 2, four ensembles of transient experiments from WACCM3.5 over the
1960-2004 period were investigated. They are listed in Tdble 2. The four sets differ in the com-
bination of forcings. One ensemble is driven with all observed forcings, using the same set-up
employed in the simulations analyzed in the first part of this thesis. This set is referred to as
“all forcings”, and represents a reference case in this study. In addition, three idealized sets of
experiments were performed, each of them excluding one of the non-solar forcings. Thus, in
the “noQBOQO” set, the observed tropical zonal winds are not assimilated. Since WACCM3.5 is
not able to spontaneously generate a QBO, weak easterlies are simulated in the tropical lower
stratospheric region instead, excluding QBO variability. In the “fixedSSTs” set, ENSO vari-
ability is excluded by prescribing climatological values of the SSTs. Finally, the “noVOLC”
set excludes the volcanic forcing by imposing climatological values of sulphate aerosols. These
idealized experiments are enlightening to assess the impact of boundary conditions on the sim-
ulated solar signal.

name (n members) SSTs QBO volcanoes solar

all forcings (2) obs Hurrell et al., 2008]| assim Matthes et al.2010]| SAGE Il [Thomason et a].1997]| [Lean et al, 2005]

fixedSSTs(2) climatological assim Matthes et al.2010]| SAGE Il [Thomason et a).1997]| [Lean et al, 2005]
noQBO (2) obs Hurrell et al., 2008]| none (weak east) SAGE Il [Thomason et a).1997]| [Lean et al, 2005]
noVOLC (2) obs Hurrell et al., 2008]| assim Matthes et al.2010]| climatological [Lean et al, 2005]

Table 2: Table of the performed WACCM3.5 ensembles to askessnipact of aliasing in the analysis
of the 11-yr solar cycle signal (objectiizé 2).

The 11-yr signal in tropical stratospheric temperature and ozone is diagnosed by applying the
novel MLR approach described above to the four model ensembles. Differences in the apparent
solar signal between the reference case (“all forcings”) and the idealized experiments quantify
the aliasing caused by the missing forcing.

The feasibility of extracting a robust 11-yr component from timely limited records, such
as the case of state-of-the-art observational records, is also explored. For this purpose, the
sensitivity of the SC signal to the extension of the input record in the “all forcings” set is studied.
This suggests the number of years needed to extract a robust 11-yr signal. To get insightinto the
feasibility of extracting a robust signal from observational records, the same exercise is repeated
with NASA's reanalysis MERRN&em_cLer_e_t_é,IQOﬁ] for the 1979-2004 period.
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Previous work on the potential aliasing in the tropical sigvas either performed with ide-
alized 2-D models (e.deee and Smih[&O_OLBJSmith and Ma];];hééo_o_é], or with older versions
of WACCM [[Mﬁ.r_&h_a.nd_G_a.Lcﬂa[ZD_O_‘}’] The novelty of the present work lies in the use of an
improved version of WACCM, a more realistic set-up, and in the development of an improved
regression method, which is less prone to aliasing. Results from this analysis shed light on the
origin of the secondary maximum in ozone and temperature in the tropical lower stratosphere,
thus answering the questidh 2 defined in Sedtioh 1.6, and are described in the paper entitled
“On the detection of the solar signal in the tropical stratosph@’ﬁidd_o_el_aj,[ZQﬂl], whose
Appendix contains the technical details of the novel MLR approach.

2.3 Solar forcing in climate change projections

In the third part of this thesis, the climatic impact of a more realistic future minimum sce-
nario compared to those used in previous modeling studieskﬂgtﬂ_a'{lZOLi];Me_emeLa'.

]. is explored. WACCM4 is used in this part instead of WACCM3.5, as it allows for
production of coupled ocean-atmosphere-chemistry climate simulations.

The experiments performed within this part are listed in Table 3. A three-member ensem-
ble over the 2005-2065 period, referred as “MIN” case, is forced with a mid-range scenario of
GHGs emissions according to the Representative Concentration Pathway 4.5 (RQMI.

], and a realistic minimum scenario for solar irradiance. The MIN simulations are com-
pared with a three-member ensemble “RCP4.5” from the same model driven with the same
GHGs concentrations, but repeating the last four observed solar cycles (19-23). The three mem-
bers of each ensemble only differ in the initial conditions.

For the MIN simulations, the spectral irradiance is compiled from records of years of min-
imum activity within the 11-yr solar cycIMan_g_e_t_a.i,. |;O_0_$]. According t.

], this represents a more plausible scenario of solar activity than those used in previous
studies. As a result, a reduction in spectral irradiance is applied, which is mostly prominent in
the UV wavelengths (120-319 nm) with a relative variation of 2-5%, while it is considerably
weaker in the VIS part of the solar spectrum (320-700 nm), with a variation of 0.1-0.5%.

name (n members)GHGs + ODS solar

MIN (3) RCP4.5 |solar MIN

RCP4.5(3) RCP45 |11ySC

MINuv (1) RCP4.5 |solar MIN [UV] // 11y SC [VIS]
MINvis (1) RCP4.5 |11y SC[UV]// solar MIN [VIS]

Table 3: Table of the performed CESM-WACCM4 experiments tal@e the impact of a future mini-
mum under climate change scenarios (quesiion 3).

First, the evolution of global mean temperature is evaluated in both ensembles to assess
the impact of the MIN forcing on the simulated global warming tendency over the 2005-2065

26



period. Next, the impact of the MIN forcing on surface climatexplored by taking differences
between the MIN and RCP4.5 climatologies. Emphasis is given on the boreal winter surface
climate responses. The reason for the focus on the boreal winter is two-fold; (1) this is the
season during which high latitudes in the NH experience the largest GHG-warming compared
to other parts of the globe (also referred to as Arctic Amplification), and (2) this is the season
that shows the strongest impact due to “top-down” mechanisms, as evidenced in the first part of
this thesis.

The use of a constant MIN forcing allows using climatological differences for diagnosing
the simulated response, with a modified t-test significance test to take autocorrelation into ac-
count M&aﬂd_voﬂm&ﬁﬁ] Thus, the use of MLR analysis is avoided, thereby cir-
cumventing problems related to aliasing, as described in the second part of this thesis. In addi-
tion, the availability of three members for each ensemble allows for accurate quantification of
the natural (internal) variability and a more stringent significance test, since the t-test statistics
of the MIN minus RCP4.5 differences are based on two relatively large samples (61 x 3 = 183
years).

Additional simulations are performed to separate the contribution of “top-down” and “bottom-
up” mechanisms to the surface response simulated in the MIN ensemble. The simulations are
listed in TabldB. In one of them, the MIN forcing is imposed in the UV only (MINuv), while a
time varying solar cycle is imposed elsewhere, as it is done in the RCP4.5 ensemble. This sim-
ulation limits the direct impact of the MIN forcing to the stratosphere. The second simulation
is driven with solar MIN forcing in the VIS (MINvis), being the rest of the spectrum common
to the RCP4.5 case. In MINvis, the direct impact of the MIN forcing is limited to the surface.
This study is described in the third part of this the€hipdo et al,| 2014, submitted].
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3 The 11 year solar cycle signal in transient
simulations from the Whole Atmosphere Community Climate Model
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[1] The atmospheric response to the 11 year solar cycle (SC) and its combination with the
quasi-biennal oscillation (QBO) are analyzed in four simulations of the Whole Atmosphere
Community Climate Model version 3.5 (WACCM3.5), which were performed with
observed sea surface temperatures, volcanic eruptions, greenhouse gases, and a nudged
QBO. The analysis focuses on the annual mean response of the model to the SC and on the
evolution of the solar signal during the Northern Hemispheric winter. WACCM3.5
simulates a significantly warmer stratosphere under solar maximum conditions compared
to solar minimum. The vertical structure of the signal in temperature and ozone at low
latitudes agrees with observations better than previous versions of the model. The
temperature and wind response in the extratropics is more uncertain because of its seasonal
dependence and the large dynamical variability of the polar vortex. However, all four
simulations reproduce the observed downward propagation of zonal wind anomalies
from the upper stratosphere to the lower stratosphere during boreal winter resulting from
solar-induced modulation of the polar night jet and the Brewer-Dobson circulation.
Combined QBO-SC effects in the extratropics are consistent with observations, but they
are not robust across the ensemble members. During boreal winter, solar signals are also
found in tropospheric circulation and surface temperature. Overall, these results confirm
the plausibility of proposed dynamical mechanisms driving the atmospheric response to the
SC. The improvement of the model climatology and variability in the polar stratosphere is

the basis for the success in simulating the evolution and magnitude of the solar signal.

Citation: Chiodo, G., N. Calvo, D. R. Marsh, and R. Garcia-Herrera (2012), The 11 year solar cycle signal in transient
simulations from the Whole Atmosphere Community Climate Model, J. Geophys. Res., 117, D06109,

doi:10.1029/2011JD016393.

1. Introduction

[2] The influence of the solar cycle (SC) on climate is a
research topic of high scientific relevance because of the
need of estimating and separating natural variability from
anthropogenic climate change. This challenge is hampered
by the lack of understanding in the physical mechanisms
involved in the atmospheric response to variations in solar
flux, such as those over the 27 day rotational period, and the
11 year SC.

[3] The measured total change in solar irradiance during
the 11 year SC is around 0.1%, translating into a radiative
forcing of 0.2-0.3 W m 2 in the total solar irradiance (TSI).
Although the net forcing in the TSI is small, measurements
from space indicate large variations (4%—-8%) in the UV
range of 200-250 nm from solar minima to maxima condi-
tions [Lean et al., 1997]. The increase in UV irradiance
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modulates stratospheric ozone and oxygen photolysis, in a
way that ozone concentration increases in the upper and
middle stratosphere during solar maximum. Strong absorp-
tion of UV radiation by the additional ozone augments the
temperature response in the upper stratosphere, thus pro-
viding an amplification mechanism for the response in
temperature [McCormack and Hood, 1996; Shindell et al.,
1999].

[4] Satellite observations and reanalysis data show that the
strongest variations in ozone associated with the 11 year SC
occur in the upper tropical stratosphere [Hood et al., 1993;
McCormack and Hood, 1996; Soukharev and Hood, 20006;
Randel and Wu, 2007]. In addition, a significant increase is
also found in the lower tropical stratosphere. This leads to a
double-peak structure in the vertical profile of the ozone
response at low latitudes [Soukharev and Hood, 2006]. The
impact of the 11 year SC has also been observed in zonal
mean temperature and winds. Satellite and reanalysis data
sets show a significant warming in the upper tropical
stratosphere [Frame and Gray, 2010; Gray et al., 2010].
However, the signals in temperature are not confined to the
upper stratosphere. A warming response was also observed
in the lower tropical stratosphere [Labitzke and Van Loon,
1995]. These responses were also evident when data
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covering an additional solar cycle became available [Crooks
and Gray, 2005], and when the effect of volcanic eruptions
was adequately separated [Frame and Gray, 2010]. Solar
signals in temperature and zonal wind were also documented
during boreal winter in the extratropical lower stratosphere
[Crooks and Gray, 2005; Frame and Gray, 2010]. In addi-
tion, NCEP reanalysis and model simulations suggest that
peaks of solar activity lead to a poleward shift of the sub-
tropical tropospheric jet and to a broadening of the Hadley
circulation [Haigh and Blackburn, 2006].

[5] The solar-induced temperature changes in the upper
tropical stratosphere are caused by a direct response to the
increase in UV radiation. The response in the other atmo-
spheric regions (e.g., in the lower equatorial and extra-
tropical stratosphere) is an indirect result of dynamical
changes in stratospheric and tropospheric circulation. During
boreal winter, a poleward and downward propagation of
solar signals in zonal wind has been observed in the extra-
tropical stratosphere [Kuroda and Kodera, 2002]. Accord-
ingly, it seems plausible that the radiatively driven signal in
the upper tropical stratosphere propagates to the lower
stratosphere and to the troposphere via dynamical processes,
so that the 11 year SC can influence the lower atmosphere
via a “top-down” pathway [Matthes et al., 2006; Meehl
et al., 2009]. In addition, Meehl et al. [2009] suggest that
the impact of the SC in the troposphere could also be orig-
inated by a “bottom-up” pathway involving ocean-atmo-
sphere feedbacks in the Pacific region.

[6] Although a unique and definitive mechanism has not
been identified yet for both pathways, for the top-down
response, there is general consensus on two hypothesized
processes controlling the downward propagation of the SC
signals in temperature and zonal wind [Kodera and Kuroda,
2002]: (1) the modulation of the polar night jet (PNJ) oscil-
lation and (2) changes of the Brewer-Dobson circulation.
These processes are driven by a combination of direct (radi-
ative) and indirect (dynamical) effects in the stratosphere,
which operate during winter months in both hemispheres.

[7] However, interactions between the SC and other
modes of stratospheric variability, e.g., the quasi-biennial
oscillation (QBO) and EI Nifio—Southern Oscillation
(ENSO), complicate the overall picture. Several observa-
tional studies indicated that correlations of solar activity with
winter temperatures in the lower extratropical stratosphere
increase substantially in February when the data is stratified
according to the QBO phase [Labitzke, 1987; Labitzke and
Van Loon, 1989; Labitzke, 2004]. A similar QBO-SC rela-
tionship was also found in the low equatorial stratosphere
[Labitzke, 2005]. These combined QBO-SC effects seem to
depend on the state of the winds in the upper stratosphere, as
suggested by Gray et al. [2004], where QBO and solar
influences may enhance or counteract each other. Never-
theless, the detailed physical mechanism which originates
this relationship remains unclear.

[8] Additionally, the characterization of the observed solar
signal is hampered by limitations in the length and quality of
the observational data sets and the statistical analysis.
Reanalysis from NCEP-NCAR [Kalnay et al., 1996; Kistler
etal.,2001] and ERA-40 [Uppala et al., 2005] cover the last
five solar cycles (1950-2009). However, reliable satellite
data covering altitudes above 10 hPa became available for
assimilation in 1978. Hence, the assimilation systems have
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only been constrained with stratospheric observations for a
time span covering the last three cycles (1978-2009).

[9] Such a limited reference period might complicate the
attribution of decadal variability to the SC because of the
contamination of the solar signal with that from other sour-
ces of variability as, e.g., volcanic aerosols [Lee and Smith,
2003], ENSO [Marsh and Garcia, 2007], and QBO [Smith
and Matthes, 2008]. In addition, previous observational
studies were generally based on linear statistical methods
like regression models, which are methods that cannot, by
definition, account for the nonlinear interactions mentioned
above.

[10] A whole range of atmospheric models has been used
in the past to simulate the stratospheric and tropospheric
response to solar variability. Pioneering work was done with
2-D models with interactive photochemistry [Huang and
Brasseur, 1993; Haigh, 1994; Fleming et al., 1995].
Improved versions of 2-D models with interactive photo-
chemistry and dynamics were used to determine possible
aliasing effects in the observed 11 year SC signals in ozone
and temperature in the lower stratosphere due to the QBO
and volcanic events [Lee and Smith, 2003; Smith and
Matthes, 2008]. However, these models lacked a full
description of wave-mean flow interactions that have been
proposed to be the origin of these signals.

[11] Further improvements were made by using GCMs
with interactive chemistry (hereafter chemistry-climate
models (CCMs)) [Tourpali et al., 2003; Rozanov et al.,
2004; Egorova et al., 2004; Marsh et al., 2007; Schmidt
et al., 2010; Matthes et al., 2010]). Despite advances in
model physics, the improvement of CCMs over 2-D models
in reproducing the observed solar signal in temperature and
ozone was only partial [Labitzke et al., 2002], particularly in
the tropical lower stratosphere. The reasons for this are still
unclear, although CCMs still presented limitations, as the
absence of an internally generated QBO (e.g., the models
used by Tourpali et al. [2003], Egorova et al. [2004], and
Marsh et al. [2007]), the use of perpetual maximum and
minimum solar activity conditions [e.g., Marsh et al., 2007,
Schmidt et al., 2010], or climatological SSTs as boundary
conditions [e.g., Tourpali et al., 2003; Egorova et al., 2004;
Matthes et al., 2004]. Some of the CCMs simulate a signif-
icant response in the polar vortex during boreal winter in the
NH [Matthes et al., 2004; Rozanov et al., 2004; Schmidt
et al., 2010]. However, the observed magnitude and sea-
sonal march of the extratropical signals in zonal wind and
temperature were not reproduced by these models.

[12] Another limitation of most previous modeling stud-
ies, when the analysis was extended to the extratropics and
focused on the seasonal evolution of the solar signal in zonal
wind and temperature, was the use of single simulations
instead of an ensemble [e.g., Matthes et al., 2004; Tsutsui
et al., 2009; Schmidt et al., 2010]. The significance of the
simulated solar signals is then generally small because of the
high levels of variability, especially at high latitudes. In an
experimental design with transient forcings, the use of
ensembles leads to a better estimate of the model variability,
and thus of the significance of the solar signal.

[13] In this paper we present the analysis of the 11 year
solar signal in four-member ensemble of simulations from a
“whole atmosphere” CCM incorporating an assimilated
QBO: version 3.5 of the Whole Atmosphere Community
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Climate Model (WACCM3.5). The simulations were per-
formed with all observed forcings for the reference period
1960-2005, including prescribed SSTs as boundary condi-
tions, which allows for direct comparison with observations.
The model has a well resolved stratosphere and a vertical
domain extending to 145 km, which leads to better repre-
sentation of wave-mean flow interactions, and makes the
model particularly suited for investigating the top-down
solar-induced response. Accordingly, analysis of both the
composited ensemble mean and each ensemble member
reveals a robust solar signal in the upper stratosphere that
propagates to the troposphere via wave-mean flow interac-
tions during Northern Hemisphere (NH) winter, consistent
with previously proposed mechanisms. Our results show that
the simulated response in the tropical lower stratosphere is
linked to the evolution of the extratropical SC signal.

[14] The paper is arranged as follows. Section 2 provides a
description of the model, the experimental design and the
statistical methods employed to extract the SC signal in
different fields (e.g., ozone). The simulated annual mean
response to the SC is presented in section 3. In section 4, the
analysis is refined to monthly timescales, and dynamical
mechanisms are explored. Section 5 summarizes the main
results and conclusions.

2. Data and Methodology

2.1. Model and Experimental Design

[15] WACCM3.5 is an improved version of the
WACCM3.1 global circulation model [Garcia et al., 2007].
It has 66 vertical levels which extend from the surface to the
thermosphere (145 km). Since the vertical model layers are
based on a hybrid pressure—sigma coordinate system, the
vertical resolution is variable, and ranges from approxi-
mately 1 km in the mid troposphere to about 3.5 km in the
upper mesosphere. The underlying GCM is based on CAM3
[Collins et al., 2004] and uses a finite-volume dynamical
core [Lin, 2004] with 1.9° longitude by 2.5° latitude hori-
zontal resolution. In the simulations analyzed here,
WACCM3.5 was run coupled with a fully interactive
chemistry module (details are given by Kinnison et al.
[2007]) that includes neutral and ionized species. In addi-
tion to photoionization by extreme ultraviolet radiation, the
model includes ionization by energetic particle precipitation
events in the auroral regions, as explained by Marsh et al.
[2007]. This leads to a more accurate representation of
thermospheric nitric oxide, which might also be transported
to the upper stratosphere, affecting ozone concentrations and
heating rates [Marsh et al., 2007].

[16] The major code changes from WACCM3.1 to
WACCM3.5 relate to the gravity wave (GW) physics. The
triggering of GW near the tropopause is driven by a more
physically based parameterization [Richter et al., 2009] than
in WACCM3.1. Richter et al. [2009] showed that the change
in GW physics leads to a more realistic winter stratospheric
jet in WACCM3.5 compared to the previous version
WACCM3.1. Furthermore, they showed that the inclusion of
a turbulent mountain stress term to estimate surface stress
due to unresolved orography has a large impact on the
simulated frequency of major sudden stratospheric warm-
ings (SSWs). The frequency of major SSWs in WACCM3.5
simulations is reported to be 0.6 events per year (yr ),
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which is in agreement with ERA-40 (0.6 yr '), while
WACCM3.1 shows a much lower frequency (0.1 yr ')
[Richter et al., 2009].

[17] For the solar spectral irradiance at wavelengths
greater than 121 nm (Lyman-«), photolysis and photoioni-
zation rates are calculated directly using the spectral irradi-
ance modeled by Lean et al. [2005], according to the
recommendations for the second CCM Validation Activity
(CCMVal-2) from the Stratospheric Processes and their Role
in Climate (SPARC) project. The radiative flux is obtained
by integrating the spectral irradiance data over specific
bands, and is used as input for both the chemistry and radi-
ation modules. This replaces the implementation of the
spectral irradiance in the WACCM3.1 model, in which
the solar radiation shortward of 350 nm was inferred from
the Fjo.7 index (the details are given by Marsh et al. [2007]).
For the extreme ultraviolet spectral range (wavelengths
between 0.05 nm and 121 nm), the Solomon and Qian
parameterization [Solomon and Qian, 2005] is used to cal-
culate the solar irradiance and the solar variability factor, as
in WACCM3.1. More details of the parameterization, along
with the photochemistry of the model, are given by Marsh
et al. [2007].

[18] We use an ensemble of four simulations of the
WACCM3.5 model run from 1960 to 2005, whose design
differs only in the initial conditions. The simulations were
run with observed forcings, which comprise spectrally
resolved solar variability, observed SSTs and sea ice con-
centrations, loadings of GHG and ozone depleting sub-
stances. Model equatorial stratospheric winds were relaxed
toward observed winds to obtain a realistic time-varying
QBO oscillation [Matthes et al., 2010]. The effects of vol-
canic eruptions are simulated by prescribing the surface area
density of sulphate aerosols. The assumed aerosol mass
distribution is then used along with all other radiatively
active gases for the calculation of heating and cooling rates
(more details are given by Tilmes et al. [2009]).

[19] The imposed SSTs and zonal winds in the tropical
stratosphere that follow observations may contain decadal
perturbations, which are not related to solar variability.
Thus, the responses attributed to the SC may contain signals
arising from other sources of variability (i.e., aliasing from
decadal changes in ENSO and QBO). On the other hand,
nonlinear interactions between changes due to solar vari-
ability and other sources of variability would only be cap-
tured in such an approach. The inclusion of observed SSTs
and QBO variations leads to a more realistic representation
of the variability in the simulated climate, particularly in the
extratropical stratosphere [Sassi et al., 2004]. This also
possibly leads to a higher level of realism in the simulation
of solar signals, as part of natural variability in the climate
system.

[20] The simulations are part of the CCMVal-2. The
results of this activity revealed that the WACCM3.5 clima-
tological global mean temperature and its long-term trends in
the stratosphere are in good agreement with observations,
and the model accurately represents the annual mean and the
annual cycle in ozone and global column ozone [Austin
et al., 2010]. WACCM3.5 is also successful in reproducing
the stratospheric mean state of the NH, while in the Southern
Hemisphere (SH) problems were reported concerning the
strength of the stratospheric jet and the cold bias in SH
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spring. This bias in the SH is linked to a late vortex break-
down, which indicates that the winter state in this hemi-
sphere lasts too long [Butchart et al., 2010; Eyring et al.,
2010]. In the NH, both the shape and the interannual vari-
ability of the stratospheric jet are improved in WACCM3.5
compared to previous versions of the model, and the bias in
strength was reduced from 20 to 10 m/s [Richter et al.,
2009]. The report also showed that WACCM3.5 repro-
duces a realistic solar signal in temperature and ozone.
However, their work on the solar signal was only based on
one of the four ensemble realizations (K. Matthes, personal
communication 2010), and the annual mean model response
was only analyzed in the tropics [Manzini et al., 2010].

2.2. Statistical Methods

[21] The inclusion of all types of observed forcings in a
model simulation, as outlined above for WACCM3.5, allows
direct comparison with observations but complicates the task
of attributing certain signals to solar variability. For this
reason, we examined the solar-induced response with two
different statistical methods which are in common use in the
literature: multiple linear regression (MLR) and composite
analysis. Nonlinear interactions with other sources of vari-
ability have been reported to occur in the extratropics [Calvo
et al.,2009; Calvo and Marsh, 2011]. Therefore, composites
are preferred over the regression for the analysis of the signal
in the extratropical stratosphere during winter.

2.2.1. Multiple Linear Regression

[22] The solar signal is often calculated in observations
and model simulations by means of linear regression meth-
ods, in which the predictors represent the forcings included
in the simulations. For comparison purposes with previous
studies, we also adopt the standard MLR technique, and
regress monthly and annual mean fields onto different pre-
dictors, which are consistent with the design of the
WACCM3.5 simulations:

Var = by + b1t + b,AOD + b3F 197, + baQBO, (EOF])
+ bsQBO, (EOF2) + b6N3.4(l‘ — lagENSO) (1)

[23] We include a constant factor (by), a long-trend term,
the 11 year SC, the QBO, an ENSO-term and a volcanic
aerosol term in the statistical fit. A least squares linear trend
is used to compute the long-term trend, while a 80 days
centered mean of the daily values of the solar radio flux
(F10.74) 1s used as input for the 11 year SC. The QBO term is
calculated with two indexes, which are based on the first and
second EOF in the QBO vertical domain [see Randel and
Wu, 1996], orthogonal by construction. In the regression
equation, the aerosol optical depth index (AOD index) is
used as a predictor for volcanic effects. We used the data
from Sato et al. [1993]; since no major eruptions occurred
from 2000 until the end of our simulations (2005), no update
of the AOD index has been necessary. N3.4 is the NINO 3.4
index, which is used as predictor for the ENSO effects. A
3 month lag is chosen to allow for the ENSO signal to
propagate to the lower tropical stratosphere [ Garcia-Herrera
et al., 2006].

[24] The autocorrelation of the residuals is taken into
account in our regression analysis by including an auto-
regressive noise model of first order in the regression equation.
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The original data set (left-hand side of equation (1)) and the
basis function (i.e., the matrix including all regressors) are
corrected with the autocorrelation coefficient of the residuals,
which is estimated from a first application of the MLR model
(more details are given by Garny et al. [2007]). The use of this
correction leads to more accurate estimates of the regression
coefficients and of the 20 uncertainty level of the fits [7iao
et al., 1990]. We use the 20 uncertainty from the corrected
regression coefficients as a parametric test to assess signifi-
cance of the solar regression fits.

[25] Even though a separation of the response to the whole
set of forcings can be obtained, only the SC signature will be
analyzed here. The regression method is only able to capture
the linear solar signal. Therefore, nonlinear interactions
between QBO and SC, which may be important contributors
to the indirect dynamical effects observed in the lower
stratosphere at high latitudes [Labitzke and Van Loon,
1989], cannot be accounted for.

[26] For better comparison with past observational [Frame
and Gray, 2010] and modeling [Austin et al., 2008] studies,
we use the Fg - flux even though it has not been used to
drive the solar variability in the WACCM3.5 model. The
solar regression coefficient has also been normalized
throughout the figures to a forcing of 100 units of the F 7
radio flux (100 sfu).

2.2.2. Composite Analysis

[27] All months and years in solar maximum and mini-
mum conditions have been grouped together in the same
monthly or annual composite whenever the monthly and
annual mean observed F10.7 cm radio flux (downloaded
from NOAA data service http://www.ngdc.noaa.gov/stp/
solar/solardataservices.html) was higher than 145 (for solar
maximum) or lower than 95 (for solar minimum).

[28] To examine the combined QBO-SC effects, the
model data were also stratified according to the QBO phase.
To do so, the equatorial zonal mean zonal wind at 30 hPa
was used to define a QBO index. The same criteria used by
Calvo et al. [2007] to analyze the QBO signature in ERA-40
data were used here. Monthly and annual mean model output
were merged into the QBO/WEST or QBO/EAST phase
whenever the average of the modeled equatorial zonal mean
zonal wind at 30 hPa is higher than 5 m/s, or lower than
—10 m/s. Positive values indicate westerly winds, while
negative values indicate easterly winds. When studying the
SC-QBO signal in the extratropics, an important requisite is
that the model reproduces the observed extratropical QBO
signal, known as the Holton-Tan (HT) relationship [Holton
and Tan, 1980]. With the chosen threshold values of zonal
wind for QBO/WEST and QBO/EAST conditions, a signif-
icant QBO signal computed as difference between QBO/
WEST and QBO/EAST months is found during boreal
winter in the NH polar vortex (not shown). As shown in
Figure 1, the asymmetry of the threshold values for the QBO
index follows that in the zonal wind values at the 30 hPa
level, where easterly phases are stronger than westerly pha-
ses. The monthly mean composites for each solar and QBO
phase have been computed as the average of all months
included in each group, and differences between composites
have been taken to analyze the respective signals. MAX-
MIN differences are computed to investigate the pure SC
signal, where MAX and MIN stand for solar maximum and
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Figure 1. Time series of the zonal mean zonal wind (m/s) at 30 hPa and F'q 7 flux index during the sim-

ulated period (1960-2005).

minimum, respectively. Similarly, MAX-MIN differences
have been stratified according to QBO/WEST and QBO/
EAST conditions for the study of the SC-QBO signal.

[20] Tables 1 and 2 show the selected years for each SC
and for all combinations of QBO and SC phase, respec-
tively. To study the combined SC-QBO effects during NH
winter, December has been used as a reference for the QBO
phase, so that all winter months were grouped together
according to the solar phase and the December zonal wind at
30 hPa. This was done to track the temporal evolution of the
solar signal and its modulation by the QBO throughout the
NH winter. Before compositing, data were linearly detren-
ded between 1960 and 2005. Furthermore, years with major
volcanic eruptions (1982 and 1991) were excluded to avoid
aliasing of volcanic signals in the solar response [Lee and
Smith, 2003]. Since a significant temperature signal caused
by the Pinatubo eruption is still detectable approximately
16 months after the eruption event in 1991, the 1992 year
was also excluded from the analysis. However, no signifi-
cant anomalies related to other volcanic eruptions (e.g.,
Agung in 1963) were detectable in tropical lower strato-
spheric temperature, thus no more years were excluded from

Table 1. Years Selected to Compute the Composites for the
Maximum (MAX) and Minimum (MIN) Solar Phases in
WACCM3.5%

the calculation of composites. Statistical significance of the
composite differences has been computed using a Student’s
t test. Throughout this paper, significant values correspond
to the 95% confidence level.

3. The Annual Mean Solar Signal

[30] The simulated ensemble mean annual zonal mean
temperature and zonal wind responses to the SC have been
calculated by means of the regression model described by
equation (1). Results for the full reference period, 1960—
2005, are shown for both variables in Figures 2a and 2b,
respectively. In temperature, a statistically significant
warming is evident throughout the stratosphere, character-
ized by a maximum in the upper stratosphere—lower meso-
sphere region of up to 0.6 = 0.2 K/100 sfu at low latitudes,
with peak values of 1.4 £ 1.0 K at high latitudes. As it will
be shown later, the significant increase in annual mean
stratospheric ozone (shown as vertical profile in Figure 4)
and the shortwave heating anomalies of 0.2 K/d (not shown)
over the upper stratospheric region indicate that the positive
temperature signal in the upper stratosphere—lower meso-
sphere is radiatively driven. In the tropical stratosphere, the

Table 2. Years Selected to Compute the Composites for All Four
Combinations of Solar (MAX and MIN) and Quasi-biennial
Oscillation (QBO) (QBO/WEST and QBO/EAST) Phases in

Years WACCM3.5

MAX 1960, 1968, 1969, 1970, 1979, 1980, 1981, 1989, 1990, Years

1999, 2000, 2001, 2002
MIN 1962, 1963, 1964, 1965, 1973, 1974, 1975, 1976, 1977, MAX+QBOW 1969, 1978, 1980, 1988, 1990, 1999, 2002

1985, 1986, 1987, 1994, 1995, 1996, 1997, 2005 MIN+QBOW 1964, 1973, 1975, 1985, 1995, 1997

MAX+QBOE 1968, 1970, 1979, 1981, 1989, 2001
The years 1982, 1991, and 1992 have been excluded from the MAX  MIN+QBOE 1962, 1963, 1965, 1974, 1977,1994, 1996, 2005
composite.
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Figure 2. Solar cycle response in (a) zonal mean temperature and (b) zonal mean zonal wind, represented
as solar regression coefficient (x 100 sfu) for the full reference period 1960-2005 in WACCM3.5. Col-
ored fields are greater than 20. Contours are drawn every 0.1 K. Solid contour lines are drawn to indicate
positive values (i.e., warming in Figure 2a and westerly anomalies in Figure 2b), while dashed contours
indicate negative values (cooling in Figure 2a and easterly anomalies in Figure 2b).

magnitude of the response gradually decreases with
decreasing height, although a statistically significant sec-
ondary maximum is found at 20 km. At this altitude, the
structure of the response is composed by two separate
maxima at subtropical latitudes, with values reaching 0.4 £
0.1 K/100 sfu. Weaker, but significant, warming areas are
also found in the midlatitude troposphere in both hemi-
spheres. In the polar regions the model simulates a weak
cooling, though not significant.

[31] It is apparent in Figure 2b that in the annual mean,
peaks of solar activity lead to stronger westerlies in both

hemispheres. This type of response is expected from the
simulated warming at low latitudes on the basis of thermal
wind balance. However, the simulated changes are not sig-
nificant, which is due to the large dynamical variability in
the extratropical stratosphere. Weak easterly anomalies are
also found in the subtropical troposphere of both hemi-
spheres. As it will be shown in section 4, the tropospheric
changes, and the response in the extratropical stratosphere
are both seasonally dependent and so lead to a signal in
temperature and zonal wind that is only marginally signifi-
cant in the ensemble mean annual mean.
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[32] The results shown above have been calculated on the
full available period to obtain a better signal to noise ratio.
Nevertheless, the period for which reliable observational
data sets exist is more limited than the one analyzed in the
model. Even though more than 50 years of reanalysis data
have become available [Uppala et al., 2005], past observa-
tional studies focused on the 1979-2001 period, because it is
the period during which satellite data have been assimilated
in the reanalysis [Crooks and Gray, 2005]. A set of simu-
lations was run with the preceding version of WACCM,
WACCM3.1 at the same horizontal resolution, and transient
forcings, although without the inclusion of a nudged QBO
and volcanic eruptions. We compare the solar signal in
temperature obtained from WACCM3.5 with that from its
preceding version (WACCM3.1) and ERA-40 data sets over
the 19792001 period [e.g., Crooks and Gray, 2005]. The
regression model applied to ERA-40 data uses the same
QBO regressors as in WACCM3.5 (see (1)), which are based
on the first and second EOFs in the QBO domain. To
account for the differences in the experimental design, we
exclude the QBO and volcanic regressors from the model
applied to WACCM3.1. Figure 3 plots solar regression
coefficients in temperature from WACCM3.5 (Figure 3a),
WACCM3.1 (Figure 3b), and ERA-40 (Figure 3c).

[33] Figure 3c reproduces the same structure shown by
Crooks and Gray [2005] and Frame and Gray [2010],
although the regression model applied here is not identical. It is
evident from Figures 3a and 3b that both WACCM versions
simulate a statistically significant response throughout the
stratosphere, characterized by a maximum in the upper strato-
sphere—lower mesosphere region. At these altitudes, the solar-
induced warming peaks at high latitudes, and the warming at
low latitudes reaches 0.80 + 0.10 K/100 sfu, with slightly
higher values in WACCM3.5. These results do not differ from
previous equilibrium simulations using WACCM3.1 [Marsh
et al., 2007; Matthes et al., 2010] and other CCMs [Tourpali
et al., 2003; Egorova et al., 2004; Austin et al., 2008;
Schmidt et al., 2010], which suggests that other sources of
variability do not affect the results in this region. Figure 3c
reveals that a strong warming in the tropical stratopause is
also present in ERA-40 data, although the warming in this data
set is stronger and limited to low latitudes. In the tropical
stratosphere, ERA-40 shows a relative minimum at 30 km, and
a significant warming in the lower stratosphere (20 km), with a
threefold structure composed by a maximum in the equatorial
tropopause, and 2 distinct maxima at a slightly higher altitude
in the subtropics with values of 0.80 £ 0.25 K/100 sfu.

[34] The SC temperature response in WACCM3.5
(Figure 3a) at 20 km is in better agreement with ERA-40 than
WACCM3.1 (Figure 3b). In this region, we note that the
amplitude of the solar signal in WACCM3.5 is stronger than
in the full period (Figure 2a). A similar sensitivity of the
response to the analyzed period was noted in WACCM3.1
for tropical ozone [Marsh and Garcia, 2007]. They showed
that over a relatively short period (e.g., 1979-2003), ENSO
may contaminate the solar signal in ozone. However, a sep-
arate analysis revealed that excluding the ENSO term in the
regression model for WACCM3.5 does not alter our results,
which differs from Marsh and Garcia’s [2007] results.

[35] Unlike ERA-40 and WACCM3.5, the temperature
response in WACCM3.1 in the middle tropical stratosphere
is significant. This is probably due to the absence of the
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QBO in these simulations, which reduces the variability of
the temperature field in this region. The WACCM3.1 model
shows a weak secondary maximum at 20 km, but there is not
evidence of a threefold structure found in ERA-40.

[36] In WACCM3.1, the warming in the lower tropical
stratosphere did not appear in previous equilibrium simula-
tions [Marsh et al., 2007; Tsutsui et al., 2009]. With the
inclusion of a QBO in the same model version, Matthes et al.
[2010] reproduced a secondary maximum, whose amplitude
is modulated by the QBO phase. However, the magnitude
and the structure of the solar signal in temperature at low
latitudes in their simulations are not in agreement with that
obtained with ERA-40 data shown in Figure 3c.

[37] In the troposphere, both the WACCM ensemble and
ERA-40 data show significant warming bands with values of
approximately 0.20 £ 0.05 K/100 sfu at midlatitudes in the
NH. The structure of the solar signal in tropospheric in tem-
perature obtained by the regression method in WACCM3.5
is a robust feature since it appears in all ensemble members
(not shown).

[38] Figure 4 shows the tropical mean (25°N-25°S) ver-
tical profile of the relative ozone solar regression coefficients
in both WACCM ensembles (red and black lines), and the
weighted average of three independent satellite instruments
presented by Soukharev and Hood [2006] (blue line), along
with standard error bars for each data set. The satellite data
show a relative ozone increase, with a two peak structure
with maxima of approximately 2.5% =+ 1.0%/100 sfu at
45 km, a relative minimum at 30 km, and a peak ozone
response of more than 3% =4 2%/100 sfu in the lower trop-
ical stratosphere at 50 and 70 hPa. Lee and Smith [2003]
showed that the relative minimum response in the middle
stratosphere may be due to aliasing of QBO and volcanic
signals in ozone. This artifact may affect the results from
WACCM3.5 since QBO and volcanoes are included in the
simulations but not in WACCM3.1. Both WACCM models
show an ozone response, which is broadly similar to that
obtained from satellite data, although the structure in the
middle and upper stratosphere is slightly shifted toward
lower levels with respect to the satellite data.

[39] Interestingly, 2-D and general circulation models
show the same discrepancy in the vertical profile of the
tropical ozone response [Rozanov et al., 2004; McCormack
et al., 2007; Austin et al., 2008], as WACCM runs have
revealed. It was speculated that this could be due to the
coarse vertical resolution of satellite retrievals for ozone
[Austin et al., 2008]. At upper and middle stratospheric
levels, the increase in UV radiation during peaks of solar
activity favors chemical reactions, which in turn lead to an
increase in ozone production [Pap et al., 2003].

[490] The ozone response in WACCM3.5 at 50-70 hPa
reaches values up to 3.2%-3.5% £ 1.0%/100 sfu, which is
close to the observed values, while WACCM3.1 simulates a
much weaker ozone response, as already shown in Figure 3b
for temperature. This improvement of WACCM3.5 over
WACCM3.1 is robust at the 50 hPa level, whereas at 70 hPa
the uncertainty in the satellite data overlaps the range given
by both WACCM models. It should be noted that the satellite
data also show high levels of uncertainty. Most of the 2-D
models do not show any evidence of a tropical secondary
maximum [Lee and Smith, 2003; Smith and Matthes, 2008],
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Figure 3. Solar cycle response in zonal mean temperature, displayed as solar regression coefficient
(x 100 sfu) for the period 1979-2001 in (a) WACCM3.5, (b) WACCM3.1, and (c) ERA-40. Colored fields
are greater than 20. Contours are drawn every 0.1 K. Solid contour lines are drawn to indicate positive
values (i.e., warming), while dashed contours indicate negative values (i.e., cooling).
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Figure 4. Relative SC response in ozone, displayed as solar regression coefficient of the ensemble mean
zonal mean ozone concentration in WACCM3.5 (black), WACCM3.1 (red), and satellite data (blue). The
response in satellite data represents the error-weighted mean of three different data sets from Soukharev
and Hood [2006]. Error bars are drawn to display the 2o uncertainty in the WACCM simulations and

the standard error in satellite data.

while CCMs with comprehensive representation of strato-
spheric dynamics (e.g., the models used by Marsh and
Garcia [2007] and Schmidt et al. [2010]) simulate a rather
weak SC signal in ozone (of the order of 1%—1.5%). At such
low stratospheric levels, ozone has a long lifetime, so the
increase may be dynamically controlled through changes in
vertical upwelling and transport during NH winter, which are
investigated in section 4. Hence, the lack of response in some
models (especially in 2-D models) could be originated by the
missing dynamical feedback in the winter stratosphere.

[41] We tested the possibility of aliasing in the results in
the tropical lower stratosphere, as shown by Marsh and
Garcia [2007]. WACCM3.5 shows some sensitivity of the
lower stratospheric ozone response to the reference period,
as it occurs in zonal mean temperature. However, the ozone
response in WACCM3.5 is stronger than in WACCM3.1
regardless of the length of the data set used in the regression
analysis, and of the inclusion of the ENSO term in the
regression model.

[42] In addition, the QBO modulation of the solar signal in
the ensemble mean zonal mean temperature and ozone in the
tropical lower stratosphere (30-50 hPa) is especially notice-
able in the easterly phase of the QBO (not shown). The sign
and the magnitude of the modulation agrees well with NCEP/
NCAR reanalysis [Labitzke, 2004]. However, this modula-
tion is not reproduced in all realizations, which indicates that
this effect is not a robust feature in the WACCM3.5
simulations.

[43] Figure 5 shows the annual cycle of the solar regression
coefficient in the lower stratosphere at 70 hPa as a function of
latitude, calculated with ensemble mean zonal mean temper-
ature in WACCM3.5. It is evident that the solar-induced
warming of the lower stratosphere seen in Figure 2a has a

seasonal cycle, with maximum values in September and
December over the equator. Weaker but significant values are
also found between 30°N and 45°N from October to January.
No evidence of such seasonality in the SC signal in the lower
tropical stratospheric temperature is found in the WACCM3.1
simulations (not shown). In the NH, cooling is found at high
latitudes from October to January, and from April to June,
although it is not statistically significant. A similar pattern is
found in the SH between July and December.

[44] These results suggest that in WACCM3.5 the simu-
lated SC signal in the tropical lower stratosphere is linked to

T solar regr 70 hPa

90N 0.2

son EF
30N ;
EQ
308}

60S 1

. R -
<o - S
Z - .
. N
. Y
l /’ﬁ , NN
n

.
\ [

A
Y N [ NS
an Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

90S
J

B I E— I I I I I I T —
-1.0 -0.8 -06 -04 -02 00 02 04 06 08 1.0

Figure 5. Annual cycle of the zonal mean temperature solar
regression coefficient at 70 hPa. Colored fields are greater
than 2. Contours are drawn every 0.2 K. Solid contour lines
are drawn to indicate positive values (i.e., warming), while
dashed contours indicate negative values (i.e., cooling).
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Figure 6. (a) Composite differences (MAX-MIN) of the
ensemble mean October monthly mean of zonal mean short-
wave heating rate in K/d, (b) zonal wind climatology of the
19602005 period in m/s, and (c) as in Figure 6a for zonal mean
zonal wind. Shading denotes 95% significant areas; MAX and
MIN stand for solar maximum and minimum, respectively.

the SC response at polar latitudes during NH winter and SH
spring. For this reason, a detailed analysis of the seasonal
evolution of the extratropical solar signal is key in under-
standing the dynamics of the response at low latitudes
shown in this section, and will be shown next.

4. The Solar Signal During Northern
Hemisphere Winter

[45] In this section, we present the analysis of the evolu-
tion of the SC signal in zonal wind and temperature through
the course of the winter season in both hemispheres, with
qualitative distinction between direct and indirect responses
of the middle atmosphere to the SC.
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[46] Figure 6a shows the ensemble mean MAX-MIN
composite differences of the model shortwave heating in
October. This field is useful to identify the direct model
response to the solar forcing. In the upper stratosphere—
lower mesosphere (50 km), the solar heating is mainly due to
UV absorption by ozone, and it is limited to the tropics and
the SH, where the Sun elevation is the highest during the NH
fall season (not shown). At low latitudes, the shortwave
heating increases by 0.2 K/d during MAX compared to MIN
conditions. This is also true during the other fall months
(September and November, not shown). This response
enhances the meridional temperature gradient at approxi-
mately 60°N, where the core of the lower mesospheric jet is
located (see Figure 6b). Because of thermal wind balance,
the jet significantly increases by around 4 m/s (Figure 6c¢)
during the same month. This is in line with NCEP reanalysis
results [Kuroda and Kodera, 2001, 2002] and is consistent
with the early winter direct solar-induced response men-
tioned in section 1.

[47] Figures 7 and 8 show MAX-MIN ensemble mean
composite differences of the zonal mean zonal wind and
temperature from November to February. In November
(Figure 7a), the zonal wind anomaly of up to 5 m/s, which was
initiated earlier in October by the anomalous UV forcing in the
tropical stratopause region, starts to propagate downward to
the middle polar stratosphere. The significant zonal wind sig-
nal attains its largest magnitude of 6 m/s in the middle polar
stratosphere during December (Figure 7b), and negative
anomalies appear in the subtropical upper stratosphere,
although they are not significant. Weaker (2—4 m/s) but sig-
nificant positive zonal wind anomalies migrate in January
further down into the troposphere with a negative anomalies
aloft (Figure 7c), which encompasses the whole polar strato-
sphere in February (Figure 7d) and March (not shown).

[48] As expected, the response in zonal mean wind is related
to that in temperature. In the ensemble zonal mean temperature
field (Figure 8), significant warming of up to 4 K develops in
November in the polar lower mesosphere (Figure 8a) and
propagates downward with height during the following winter
months (December, January, and February, shown in
Figures 8b, 8¢, and 8d, respectively). This is accompanied by
cooling at lower levels. Together, they form a vertical dipole
structure, which propagates downward. In February
(Figure 8d), the warming response is found at 40 km, with
weak cooling above and below. The high-latitude temperature
response is not significant during most of the winter months
because of the high variability caused by the winter SSWs
simulated in the model. During November (Figure 8a) and
December (Figure 8b), a warming of up to 1 K is also found at
low latitudes in the lower stratosphere.

[49] The evolution of the zonal wind signal mostly
resembles the observed internal mode of variation of the PNJ
[Kuroda and Kodera, 2001; Kodera and Kuroda, 2002],
which indicates that the SC influences the extratropical
stratosphere-troposphere system through a modulation of the
PNJ oscillation. However, the observed poleward migration
of the signal in zonal wind from November to December in
the upper stratosphere [see Kodera and Kuroda, 2002,
Figure 12] is missing in WACCM3.5 and only the downward
propagation at polar latitudes is simulated. This is due to the
biased position of the lower mesospheric jet in October,
which is placed too far toward the pole at 60°N (Figure 6b)

10 of 21

38



D06109

(a) U (MAX-MIN) - Nov [m/s]
0.1 “ AJ - AR A}
1 50
~0 ) £4
< 40 _
[ €
= X
A e ) z
@ ~ 30 ©
8 0 z
* P > s
20
100 o
10
(=)
1000 Om A 0
-20 0 2 80
Latitude
(c) U (MAX-MIN) - Jan [m/s]

o o 7

Pressure (hPa)

"
‘ o) 0
40 60 80

Latitude

CHIODO ET AL.: SOLAR CYCLE SIGNAL IN WACCM

D06109

(b) U (MAX-MIN) - Dec [m/s]
01

a1

\ ?0
\-
o
N

-~

~

Pressure (hPa)
=)
/
Height (Km)

100 cv)

1000 4 -~
20 0 20 40
Latitude

(d) U (MAX-MIN) - Feb [m/s]

Pressure (hPa)
S
Height (Km)

100

1000
-20

40
Latitude

Figure 7. Composite differences (MAX-MIN) of the ensemble mean monthly mean zonal mean zonal
wind for (a) November, (b) December, (c) January, and (d) February. Contours are drawn every 1 m/s.
Solid contour lines are drawn to display positive (i.e., westerly) values, and dashed contours indicate neg-
ative (i.e., easterly) values. Shading denotes 95% significant areas.

compared to observations (not shown). Consequently, the
zonal wind anomaly is triggered at midlatitudes instead of in
the subtropical upper stratosphere, and propagates down-
ward during the course of the NH winter.

[s0] The individual response in zonal wind in the PNJ
region (average between 60 and 80°N) can be seen in
Figure 9 for each simulation (color lines), which shows the
vertical profile of the zonal mean zonal wind MLR solar
coefficient for November (Figure 9, top), December
(Figure 9, middle), and January (Figure 9, bottom). The same
figure also shows the solar regression coefficient of the
ensemble mean zonal wind, along with error bars at the 20 at
each vertical model level (black lines). During MAX phases,
an increase in zonal mean zonal wind in November (Figure 9,
top) is simulated in all ensemble runs, although the magni-
tude of the wind response and the timing of its subsequent
downward propagation varies significantly in each run. This
is due to strong variability in some realizations (particularly
inrun 1 and 4) in December and January, which also explains
why the regions of the ensemble mean composite differences
are not significant during these months (see Figures 7c¢ and
7d). These are also ensemble members which show a larger
number of SSWs (L. De La Torre, personal communication,
2011). The strongest response and the fastest downward
propagation of the westerly wind anomaly is found in run 3.
Other runs (e.g., run 4) show stronger westerlies during
December (Figure 9, middle), but the propagation of the

anomalies to the lower levels is slow compared to run 3.
Negative (i.e., easterly) anomalies start to appear in January
(Figure 9, bottom) in the upper levels (1 hPa) in 2 of the
4 runs, and propagate to the lower levels in February—March
(not shown). The strengthening of the PNJ is hence a robust
feature of the SC signal in zonal wind in these simulations.
Nevertheless, the magnitude of the zonal wind anomalies is
uncertain because of large variability of the polar vortex,
which is in turn related to the realistic experimental design
which includes all observed forcings in the simulations.

[s1] These results suggest that maxima of solar activity
lead to a stronger polar vortex in November and December.
The solar signal in zonal mean zonal wind is initially trig-
gered by stronger UV heating in the upper subtropical
stratosphere, and propagates down with the PNJ. In
February—March during MAX conditions, the polar vortex
weakens. The winter solar signal in zonal wind and tem-
perature in the NH extratropical stratosphere is thus char-
acterized by a transition between different states of the polar
vortex. Solar-induced changes in wave-mean flow interac-
tions drive the downward propagation of the stratospheric
signal from early to mid winter and the opposite signal in
late winter, as explained by Kodera and Kuroda [2002] in
their conceptual model.

[52] The analysis of the Eliassen-Palm flux (EPF; more
details are given by Andrews et al. [1987]) and its diver-
gence provides a framework to diagnose and quantify
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Figure 8. As in Figure 7 for ensemble mean zonal mean temperature. Contour intervals are 0.5 K.

changes in the planetary wave propagation and dissipation,
respectively, and therefore to test the mechanisms proposed
by Kodera and Kuroda [2002]. As a measure for planetary
wave activity and wave-mean flow interactions, Figure 10
shows composite differences between MAX and MIN con-
ditions for EPF and its divergence during November
(Figure 10a) and December (Figure 10c). Figures 10b and
10d show the composites differences of the transformed
Eulerian mean (TEM) meridional (v) and vertical (w")
velocities for the same months, which represent the strato-
spheric mean meridional circulation. During MIN winters,
there is upward wave propagation at 60°N from the tropo-
sphere into the stratosphere. In the stratosphere, the waves
are then refracted toward lower latitudes, and strongly dis-
sipated at higher levels (not shown). During MAX winters,
the stronger westerly flow in the middle stratosphere at 60°N
observed in November (Figure 7a) reduces the upward
propagation of planetary waves in the region, and their
equatorward deflection. These anomalies appear as a pole-
ward and downward anomaly (relative to MIN conditions) in
the composite differences (Figure 10a). Therefore, less dis-
sipation occurs in this area as indicated by significant posi-
tive anomalies in the EPF divergence (2-2.5 m/s/d)
simulated at midlatitudes at 50 km (color contours in
Figure 10a). This leads in turn to anomalous relative coun-
terclockwise motion in the middle and upper stratosphere, as
seen in the TEM velocity vectors in Figure 10b, which act
against the characteristic boreal winter stratospheric circu-
lation. This implies that MAX conditions lead to weaker

stratospheric residual circulation in November. Less merid-
ional heat transport (not shown) and relative upwelling
motion are simulated throughout the whole polar strato-
sphere (indicated by significant positive anomalies in " of
0.8 mm/s; color contours in Figure 10b), consistent with the
significant cooling which develops in the lower polar
stratosphere during November and December (Figures 8a
and 8b). At low latitudes, relative downwelling motion
during MAX conditions causes the weak warming in the
subtropical lower stratosphere in November (Figure 8a).
[53] In December, the positive zonal wind anomalies
move downward to the polar lower stratosphere (Figure 7b),
and equatorward propagation of waves is enhanced in the
lower stratosphere between 40 and 60°N in December
(Figure 10c). Further aloft in the polar stratosphere, com-
posite differences indicate an increase in upward and equa-
torward EPF propagation, and significantly stronger EPF
convergence at 40 km during MAX conditions. The
enhanced wave dissipation forces a negative westerly
anomaly at these levels, which propagates poleward and
downward in January—February (see Figures 7c¢ and 7d)
and reaches the lower stratosphere in March (not shown).
The stronger EP flux convergence also leads to relative
clockwise residual motion (which implies stronger Brewer-
Dobson circulation) in the middle stratosphere during
December (Figure 10d) and following late winter months
(not shown). Consequently, relative downwelling in the upper
polar stratosphere (indicated by negative anomalies in ",
which are drawn as color contours) leads to adiabatic warming
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Figure 9. Vertical profile of the polar average (60°N—80°N) zonal wind solar multiple linear regression
coefficient for all ensemble runs (colored lines) and ensemble mean (black line) for (a) November,
(b) December, and (c) January. Error bars represent the sigma uncertainty range of the regression coeffi-

cient for the ensemble mean zonal wind.

in these regions in December. The entire structure propagates
downward to the lower stratosphere in late winter (January and
February, see Figures 8c and 8d), while stronger upwelling
(although weak and not significant) at low latitudes causes
slight cooling during MAX conditions between 1 and 10 hPa
at midlatitudes and over the Equator during January—February
(Figures 7c and 7d). This late winter pattern of warming at
high latitudes and equatorial cooling in the stratosphere agrees
qualitatively with observations [Claud et al., 2008], although
the magnitude of the changes simulated by WACCM3.5 at
low latitudes is weaker and not significant.

[54] To summarize, MAX conditions lead to a stronger
PNJ in November. The stronger westerlies suppress upward
and equatorward planetary wave propagation, and wave
dissipation, which in turn leads to a weaker Brewer-Dobson
circulation and cooling of the polar stratosphere. In
December, when the westerly wind anomaly reaches the
lower extratropical stratosphere, upward and equatorward
wave propagation is enhanced, along with wave dissipation
in the middle stratosphere, leading to a stronger Brewer-
Dobson circulation, which stays until March (not shown).
Accordingly, the SC signal in the polar stratosphere during
winter exhibits a seasonality, which is controlled by changes
in wave propagation and dissipation patterns.

[55] Simulations of the SC response with the previous
WACCM3.1 model version [Calvo and Marsh, 2011] showed

a zonal wind anomaly in the equatorial stratopause similar to
that in WACCM3.5 (Figure 6¢). However, the anomaly did
not migrate poleward and downward, thus leading to a weak
response in the polar vortex. This was also found by Tsutsui
et al. [2009]. During October and November, the structure of
the PNJ in WACCM3.5 is more realistic than in WACCM3.1,
particularly at the polar stratopause (not shown). In
WACCM3.1, the PNJ shows a slanted tilt between the sub-
tropical and the high-latitude stratosphere, which is not seen in
ERA40 [see Calvo and Marsh, 2011, Figure 6]. The more
pronounced vertical tilt of the PNJ in WACCM3.5 favors
more effective upward propagation of planetary waves in the
polar stratopause than in WACCM3.1. The solar-induced
changes in zonal wind affect the vertical propagation of plan-
etary waves as shown by Calvo and Marsh [2011], which is
better represented in WACCM3.5 because of the improved
wind climatology in the stratopause region, where the initial
change in zonal wind is triggered (Figure 6c).

[s6] Furthermore, Richter et al. [2009] showed that the
stratospheric jet in WACCM3.1 is too strong. Moreover, the
overall frequency of major SSWs in this version is low
compared to ERA-40 and WACCM3.5. It is thus plausible
that an overly strong stratospheric westerly jet might sup-
press dynamically induced solar changes in WACCM3.1. In
the WACCMS3.5 simulations presented here, the ensemble
mean number of major SSWs agrees with ERA-40 (29.2 in
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Figure 10. Left panels show the composite differences (MAX-MIN) of the ensemble mean Eliassen-Palm
fluxes (EPF) (arrows; Fy and Fz) and EPF divergence for (a) November and (c) December. Units are kg/s
for EPF and mm/s/d for EPF divergence. Contours are drawn for the EPF divergence. The composite differ-
ences (MAX-MIN) of the ensemble mean transformed Eulerian mean (TEM) velocity vectors (arrows; v
and w") and w" as contours (positive values indicate upwelling, and negative values indicate downwelling)
for (b) November and (d) December. Units are mm/s for w". Shading denotes 95% significant areas.

WACCM3.5, and 29 in ERA-40). Notwithstanding the
uncertainty in the response of each ensemble member, the
more realistic representation of the stratospheric jet and of
its variability in the NH polar region is likely to be the basis
for the simulation of a realistic solar signal during boreal
winter in the newer version of WACCM.

[57] McCormack et al. [2007] reproduced a similar SC
signal to WACCM3.5 during NH winter. However, since
their model cannot incorporate wave-mean flow feedbacks,
the changes in the propagation properties of planetary waves
due to changes in the mean flow are not accounted for in
their model. Previous modeling studies based on CCMs
[Rozanov et al., 2004; Schmidt et al., 2010] showed a stron-
ger polar vortex throughout the boreal winter. Other authors
simulated the detailed evolution of the boreal winter signal in
zonal wind and temperature [Tourpali et al., 2003; Matthes
et al., 2004]. However, these simulations were performed
with idealized constant forcings. Unlike these past modeling
studies, WACCM3.5 reproduces the observed evolution of
the winter signal in detail using a set of transient (observed)
forcings. This means that the solar-induced response can be
reproduced in a model which simulates a more realistic
dynamical variability of the winter stratosphere.

[58] In the SH, MAX conditions lead to a meridional
dipole of stronger and weaker westerlies at the stratopause

during austral winter months (not shown). The dipole pro-
pagates downward during austral spring and a weakening of
the Brewer-Dobson circulation is found in the SH similar to
that found in November and December in the NH. This ori-
ginates the significant warming in the low tropical strato-
sphere during September (Figure 5). However, the wind
anomalies in the SH are smaller than those simulated in the
NH during winter and not statistically significant. Further-
more, they do not penetrate to the lower stratospheric and
tropospheric levels, in contrast with observations [Kuroda
and Kodera, 2002].

[s9] This may be a consequence of the biases in the
background climatology of the winter stratospheric jet,
which were mentioned in section 1. It is plausible that too
strong westerlies in the SH modify wave mean flow inter-
actions, and suppress dynamically induced solar changes.

4.1. Influence of the QBO on the Extratropical
Solar Signal

[60] In section 3, we investigated the QBO modulation of
the SC signal in the tropics in annual mean temperature by
using the composite analysis technique, and stratifying the
data by both QBO and solar activity phases. A number of
studies have analyzed the SC-QBO interactions in the
extratropics in observations [Labitzke, 1987; Labitzke and
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Figure 11. Ensemble mean composite differences (MAX-MIN) of zonal mean zonal wind for (left)
QBO/EAST and (right) QBO/WEST winters. Composite differences are shown for (a, b) December,
(c, d) January, and (e, f) February. Solid contour lines are drawn to display positive (i.e., westerly) values,
and dashed contours indicate negative (i.e., easterly) values. Contour interval is 1 m/s.

Van Loon, 1989] and models of various complexity [Gray
et al., 2004; Schmidt et al., 2010; Matthes et al., 2010], and
in the context of idealized simulations [McCormack et al.,
2007; Ito et al., 2009]. The modeling results concerning
combined SC-QBO effects in the polar vortex do not always
agree, which may in part be related to the experimental
design.

[61] Before analyzing the SC-QBO interactions, we first
study the QBO signature in the extratropical stratosphere. To
do so, we composited the model anomalies with respect to the
ensemble mean climatology according to their QBO phase
(QBO/WEST and QBO/EAST), without stratifying data by
the solar phase, and selecting winters according to the QBO
index in December, as explained in section 2.2. During

boreal winters in QBO/WEST phase, the polar vortex is
found to be stronger in the ensemble mean, and the opposite
occurs during QBO/EAST winters. This indicates that the
observed HT relationship [Holton and Tan, 1980] is well
reproduced in these simulations. However, this pattern was
only found in November and December (not shown). During
January, February and March the QBO signal in the ensem-
ble mean zonal mean zonal wind switches sign, and therefore
a stronger and colder polar vortex is simulated during QBO/
EAST (not shown). The modulation of the extratropical QBO
signature by the SC can be analyzed when the QBO signal in
zonal wind is stratified by the solar phase. We found that the
HT relationship is true regardless of the solar phase during
early winter. During late winter, the relationship holds true
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only in MIN winters, suggesting that the SC does modulate
the late winter QBO signal in the polar vortex.

[62] To investigate the modulation of the SC signal in zonal
wind by the QBO, ensemble mean composite MAX-MIN
differences have been computed for QBO/WEST and QBO/
EAST phases throughout the winter, and are shown in
Figure 11 from December to February. The SC signal does
not depend on the QBO during December (Figures 11a and
11b). This means that MAX conditions lead to stronger
ensemble mean zonal wind (i.e., stronger polar vortex) during
early winter, regardless of the QBO phase. In January, the
westerly wind anomaly propagates to the lower stratospheric
levels in both QBO phases (Figures 11c and 11d). In Febru-
ary, MAX conditions lead to significantly stronger ensemble
mean zonal wind in QBO/EAST winters (Figure 11f), while
easterly anomalies (i.e., weaker polar vortex) are found in
QBO/WEST winters (Figure 11e). Therefore, the solar signal
in the boreal polar vortex, and its switch from westerly to
easterly anomalies (seen in Figures 7b and 7d) is modulated
by the QBO phase in late winter. This means that the polar
vortex is stronger throughout winters in QBO/EAST phase.
No evidence of such QBO modulation of the SC signal dur-
ing winter is found in the SH (not shown).

[63] In observations, several studies found a similar mod-
ulation of the SC by the QBO in the NH [Labitzke, 1987;
Labitzke and Van Loon, 1989]. McCormack et al. [2007]
obtained similar results to the present study with a 2-D
model for QBO/EAST conditions, though their model does
not show a clear weakening of the vortex in QBO/WEST
conditions (see their Figure 11). The results from the
WACCM3.5 simulations were obtained when compositing
the ensemble mean zonal wind data, but could not be con-
firmed in each of the four ensemble simulations. An analysis
of the single ensemble runs revealed that only two show
differences in the solar signal (MAX-MIN) in zonal wind
between both QBO phases during middle and late winter.
This indicates that the combined QBO and SC signals in the
polar vortex are smaller than internal variability. This occurs
even though the statistical ¢ test on the ensemble mean fields
could indicate a significant modulation of the SC by the
QBO, which is close to observations. In addition, the pos-
sibility of contamination from the QBO signal cannot be
excluded in the SC signal shown in Figures 11e and 11f
since a QBO-like structure appears in the tropical strato-
sphere. Since the tropical winds are assimilated, this could
also indicate that a modulation of the QBO itself by the SC
[Salby and Callaghan, 2000] may intrinsically be introduced
in the model simulations. However, further exploration of
this modulation is beyond of the scope of this paper.

4.2. Tropospheric Response to the Solar Signal

[64] In the troposphere, Figure 2b showed a dipole of
zonal wind anomalies in the ensemble annual mean in the
NH as a response to peaks of solar activity. This dipole
structure has stronger westerlies at midlatitudes and weaker
westerlies in the subtropics, which suggests a weakening and
northward shift of the subtropical tropospheric jet. The pat-
tern is prominent in the NH during January (see Figure 7c),
although a similar pattern is also simulated in the SH but it is
weaker in intensity (not shown). All runs show that this
pattern attains its largest magnitude in the upper tropo-
sphere—lower stratosphere region in January at 30°N (which
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is evident as a significant ensemble mean composite differ-
ence of —1 m/s in Figure 7c). The structure of the zonal wind
response in the troposphere is similar to that found in ERA-
40 data in both hemispheres [Frame and Gray, 2010].
However, reanalysis data show a larger weakening of the
subtropical jets, particularly in the SH during boreal winter
[Frame and Gray, 2010].

[65s] Haigh and Blackburn [2006] suggested that the tro-
pospheric wind response may be caused by a weakening in
the eddy momentum flux convergence during MAX condi-
tions but a definitive mechanism for the downward propa-
gation of the solar signal to the troposphere has not been
provided yet. Although a clear causal relationship cannot be
given here, the enhanced meridional planetary wave propa-
gation and dissipation in the tropopause region at midlati-
tudes during December (Figure 10c) is likely to be related to
the tropospheric zonal wind anomalies in January, which lag
the mid winter stratospheric SC signal. This suggests a link
in the extratropics between the stratospheric and tropo-
spheric solar response, with the stratosphere leading, which
agrees well with earlier modeling studies [e.g., Kodera and
Kuroda, 2000; Matthes et al., 2006].

[66] The SC responses (MAX-MIN) in the ensemble mean
surface pressure and temperature during boreal winter are
shown in Figures 12a and 12b, respectively. In the NH, the
signature is evident as a meridional dipole structure of neg-
ative pressure anomalies over the pole, and positive
anomalies at midlatitudes. The meridional pressure gradient
is particularly strong in the Atlantic and Pacific sectors at
approximately 60°N, where Aleutian and Atlantic Low
systems normally dominate the synoptic pressure distribu-
tion. This pattern is statistically significant, and reminiscent
of a positive Arctic Oscillation (AO) response [Thompson
and Wallace, 1998]. The surface temperature response
shows significant warming over Northern Europe, large
parts of Siberia, and the Eastern United States. Strong
cooling is found over Northern Canada and the West coast
of Canada and Alaska. The temperature patterns are broadly
consistent with the surface pressure response, and in agree-
ment with other CCMs [Rozanov et al., 2004]. The stronger
westerlies in the Atlantic sector advect mild air masses to the
Eurasian continent, while the colder temperatures over
Northern Canada are linked to the stronger polar vortex.
Hence, the solar activity in the WACCM model influences
the NH surface climate through projection onto a typical
wintertime variability mode of surface pressure. This is
consistent with the reported effect of solar variability on the
North Atlantic Oscillation and on blocking activity
[Barriopedro et al., 2008], which may be a mechanism by
which solar-induced changes in the stratosphere influence
European weather regimes [Lockwood et al., 2010]. The
timing of the solar modulation of NH surface pressure pat-
terns occurs in conjunction with the downward propagation
of the SC signal in zonal wind from the stratosphere to the
troposphere that we discussed above, and again indicates a
link between the solar-induced changes in the stratosphere
and troposphere. In the SH, the late winter SC signals in
surface pressure and temperature are less persistent and
significant, which may be related to the weaker stratospheric
response to the SC in this hemisphere (not shown).

[67] The response in zonal mean vertical (pressure)
velocity and precipitation during boreal winter are shown in
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Figure 12. NH winter (DJF) composite differences (MAX-MIN) of (a) ensemble mean surface pressure
in Pa and (b) surface temperature in K. Solid contour lines are drawn to indicate positive values (i.e.,
increase in surface pressure in Figure 12a and surface warming in Figure 12b), while dashed contours indi-
cate negative values (surface pressure decrease in Figure 12a and surface cooling in Figure 12b). Shading
denotes 95% significant areas.

Figures 13a and 13b, respectively. Figure 13a shows sig- that the simulated warming of the lower stratosphere, which
nificant changes in the ensemble mean vertical motion in the is observed in Figure 2a, leads to an increase of the static
tropical middle and lower troposphere. Negative ensemble stability at the tropopause level. The changes in stability
mean vertical pressure velocity values imply upward chan- have a strong impact on convection and tropospheric vertical
ges. The opposite is true for positive changes. We speculate  motion, particularly during NH winter. The significant
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Figure 13. (a) Northern Hemisphere winter (December—February) composite differences (MAX-MIN)
of zonal mean pressure velocity (dP/dt) in Pa/s. Solid contour lines are drawn to indicate positive values
(i.e., downward anomalies), while dashed contours indicate negative values (i.e., upward anomalies).
Shading denotes 95% significant areas. (b) Northern Hemisphere winter (December—February) composite
differences (MAX-MIN) of zonal mean total precipitation (convective plus stratiform) for the ensemble
mean (black line) and for the single simulations (colored lines) in mm/d.

warming simulated during November in the low equatorial downwelling in the downward branch of the Hadley cell.
stratosphere supports this hypothesis (Figure 7a). Significant Positive changes at 40-50°N also suggest a northward shift
positive changes in the mid troposphere (500-850 hPa) at of the downward branch of the Hadley cell in the NH.

10°S indicate a weakening of the climatological upwelling [68] These changes occur in conjunction with changes in
south of the equator during boreal winter, while positive zonal mean total precipitation, which are shown for the
anomalies north of the equator (10-20°N) indicate less ensemble mean and for each simulation in Figure 13b. The
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weaker upwelling leads to less precipitation in the Inter-
tropical Convergence Zone (ITCZ), which lies south of the
equator during NH winter at 0°-10°S. The off-equatorial
precipitation (10°N) is also intensified during solar maxi-
mum conditions. This response in the tropical region is
evident in all simulations (although the magnitude of the SC
signal in precipitation varies in each one) and suggests that
during winters in MAX conditions, the ITCZ is weaker and
slightly shifted northward, which agrees well with previous
model simulations [Matthes et al., 2006; Meehl et al., 2009].
A similar pattern in tropical precipitation is also found in the
NH between July and September, which coincides with a
warming in the equatorial lower stratosphere (Figure 5). The
weakening and northward shift of the subtropical jet, along
with the signals in precipitation and vertical velocity, indi-
cate that in WACCM3.5, MAX conditions lead to a weak-
ening and broadening of the Hadley cell during boreal
winter.

[69] Nevertheless, some inconsistency between observa-
tional and modeling studies exists concerning the solar-
induced response in the tropical circulation [Gray et al.,
2010]. Tropospheric solar-induced changes are generally
difficult to attribute because of their small size compared to
those linked to other sources of variability (e.g., ENSO). The
use of observed SSTs implies that ENSO signals may also
alias on the decadal response attributed to the SC, as it is the
case in tropical SSTs [White and Liu, 2008]. A deeper
analysis of ENSO aliasing will be discussed in a future study
with a more idealized set of forcings.

5. Conclusions

[70] We have analyzed the dynamical SC response in an
ensemble of four simulations of the WACCM3.5 chemistry
climate model run from 1960 to 2005, which were per-
formed within the coordinated CCMVal-2 activity. Analysis
of an ensemble reduces uncertainty in the derived solar
signals, which is often larger in transient simulations. In
addition, the difference between the ensemble members is a
useful metric to assess model uncertainty and robustness of
the findings. This improves the detection of the SC signals in
various meteorological fields in the stratosphere-troposphere
system compared to past GCM studies, particularly in the
extratropical region, where indirect solar effects are masked
by dynamical variability during the winter season. The main
findings are as follows.

[71] 1. The solar signal in annual mean temperature and
ozone shows a double-peak response structure in the tropical
stratosphere, consisting of warming and ozone increase in
the upper and lower levels during solar maximum conditions
compared to solar minimum. The signal in the lower
stratosphere is closer to observations than in the previous
WACCM version.

[72] 2. During solar maximum years, the model simulates
a strengthening of the polar vortex in the NH during boreal
winter compared to solar minimum conditions. The SC sig-
nal in zonal wind and temperature at high latitudes is weak
in magnitude, but significant during most of the winter
months.

[73] 3. The evolution of the solar signal in zonal wind and
temperature in the NH is broadly consistent with observa-
tions and conceptual studies. The solar signal in zonal wind
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shows a downward propagation during early boreal winter in
the NH. The response in the polar vortex in late winter is
opposite. This is due to opposite changes in planetary wave
propagation in early and late winter and related to a different
response of the Brewer-Dobson circulation during winters in
solar maximum conditions. The winter signal is more real-
istic than in previous WACCM versions. Part of the
improvement is due to the more realistic vertical structure
and climatology of the stratospheric jet during winter, and of
its variability.

[74] 4. In the polar region, solar maximum conditions lead
to a stronger polar vortex in QBO/EAST winters in Febru-
ary, and to a weaker vortex in QBO/WEST winters. The
QBO modulation of the tropical and extratropical solar cycle
signals in zonal wind agrees well with observations
[Labitzke, 1987; Labitzke et al., 2006], although it is not
reproduced in all ensemble members.

[75] 5. The solar-induced stratospheric anomalies are
transmitted to the troposphere in the tropics and extratropics
during boreal winter months. In the troposphere, the
response to the SC manifests itself as a strong positive AO
pattern in the NH midlatitudes, a warming over the Eurasian
continent, and as a weakening and broadening of the tropical
Hadley circulation.

[76] Overall, WACCM3.5 simulates a realistic solar signal
in the tropics and in the NH polar vortex, in better agreement
with observations and conceptual studies than WACCM3.1.
To our knowledge, no CCM was able, to date, to reproduce
the observed solar signal in such agreement in a transient
simulation with an evolving solar cycle.

[77] We note that the response to the SC in the upper
stratosphere is generally reproduced by a wide range of dif-
ferent models, while more disagreement exists concerning the
response in the lower stratosphere, particularly at low lati-
tudes. We have shown indications that solar-induced changes
in the polar and low latitude stratosphere are linked through a
modulation of the Brewer-Dobson circulation. The better
performance of WACCM3.5 compared to WACCM3.1 in
both regions is likely to be due to the improvements in the
simulation of the boreal winter circulation response. Thus, it is
possible that the uncertainty in simulating the solar signal in
most models is related to the representation of wave-mean
flow interaction processes taking place in the polar strato-
sphere, which are highly dependent on the background cli-
matology and variability of the polar vortex.

[78] Nevertheless, the simulated changes in the Brewer-
Dobson circulation in WACCM3.5 mainly originate high-
latitude stratospheric temperature anomalies, whereas the
model temperature response at lower latitudes (which would
be expected from changes in the upward branch of the
residual circulation) is weak and limited to the subtropics.
This may be due to the relaxation procedure of observed
stratospheric winds in the low equatorial stratosphere (see
Matthes et al. [2010, section 3.1.1] for details), which forces
a secondary QBO circulation that operates independently
from the Brewer-Dobson circulation, thus limiting any solar
signal in temperature to the extratropics.

[79] This study verifies that the WACCM3.5 model is a
suitable model for solar cycle studies, particularly when
focusing on the boreal winter circulation response, and on
the tropical stratospheric region. The mechanisms responsi-
ble for the observed response are well captured by the
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model, although a clear causality is still to be determined.
The tropospheric signals in different meteorological vari-
ables are detectable, although they are small and additional
evidence from idealized experiments is still needed.

[so] This study also shows that efforts are still needed to
achieve a more realistic simulation of the controversial
combined QBO-SC effects in the extratropics. The latter
issue could be solved only in future versions of the model
where a full interaction between QBO and solar cycle can be
investigated by internally generating a QBO in WACCM.
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Abstract. We investigate the relative role of volcanic erup- 1 Introduction

tions, El Nifio—Southern Oscillation (ENSO), and the quasi-

biennial oscillation (QBO) in the quasi-decadal signal in the he S i . ic of high rel
tropical stratosphere with regard to temperature and ozon(::l-_ € sun-c |ma_te _c_onqechon IS @ topic of high re evance
commonly attributed to the 11yr solar cycle. For this pur- since solar variability is one source of natural variability
pose, we perform transient simulations with the Whole At- N the climate system. The 11yr solar cycle is a well-
mosphere Community Climate Model forced from 1960 to documented mode of variation of solar activity. To date, ob-
2004 with an 11yr solar cycle in irradiance and different servations have shown decadal variations in the climate sys-
combinations of other forcings. An improved multiple linear (€M that are commonly atiributed to the 11yr solar cycle

regression technique is used to diagnose the 11yr solar sig&se.e rgyiew by Gragtal., .2010)' A wgll-established decadal_
nal in the simulations. One set of simulations includes all ob-'a"1ability can be found in reanalysis data of stratospheric
emperature (Crooks and Gray, 2005). An extended reanal-

served forcings, and is thereby aimed at closely reproducin% is d ; he E c tor Medium-R
observations. Three idealized sets exclude ENSO variability: Sis data set from the European Centre for Medium-Range

volcanic aerosol forcing, and QBO in tropical stratosphericWeather Forecasts seems to confirm this pattern (Frame

winds, respectively. Differences in the derived solar respons@lnd Gray, 201_0)' A 5|m|_lar vanab_lllty has also been_found
in the tropical stratosphere in the four sets quantify the im-1" stratospheric ozone in three independent satellite data
pact of ENSO, volcanic events and the QBO in attributing selts (ﬁoukhqre\f and Hoor?, 2.0%6)' . 25 S) th
guasi-decadal changes to the solar cycle in the model simu- r(}t € t;Op'Ci stratosr eric domain (28-25° d)’ these
lations. The novel regression approach shows that most o?tu les show that zonal mean temperature and ozone vary

the apparent solar-induced lower-stratospheric temperatur_@ phase with solar ac_t|V|ty (ie., a warming a_md an ozone
and ozone increase diagnosed in the simulations with all ob!ncrease are found during peaks in solar activity). The verti-

served forcings is due to two major volcanic eruptions (i_e_,cal structure of the observed positive response is composed

El Chichén in 1982 and Mt. Pinatubo in 1991). This is caused®f @ double peak, with maxima in the upper stratosphere
by the alignment of these eruptions with periods of high so-at 1-3 hPa and tropical lower stratosphere (hereafter TLS)

lar activity. While it is feasible to detect a robust solar signal at 50-70hPa, along with a minimum response in the mid-

in the middle and upper tropical stratosphere, this is not thedle stratosphere at 10-20hPa (e.g., see Fig. 1 in Frame and

case in the tropical lower stratosphere, at leastin a 45yr simgray’ 2010, for temperature, and Fig. 5 in Soukharev and

ulation. The present results suggest that in the tropical lowef100d (2006)). While the upper stratospheric peak is well es-

stratosphere, the portion of decadal variability that can betabllshed and in agreement with theoretical expectations, the

unambiguously linked to the solar cycle may be smaller tharlstructure of the_5|gnal in the middle stratosphere and TLS
previously thought. IS more uncertain, and far less understood. It has been sug-
gested that a solar cycle modulation of tropical upwelling

may be the dynamical mechanism originating the response in

Published by Copernicus Publications on behalf of the European Geosciences Union.
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T (50 hPo) [25N=255] tion using a MLR model requires the predictors to be or-
thogonal (i.e., that they are not cross correlated) and predic-
tand time series to be serially uncorrelated. However, serial
correlation in temperature and ozone exists within seasonal
timescalesTiao et al., 1990). Additionally, cross correlations
between proxies may arise during certain epochs. This is the
case for the QBO, which is characterized as the vertical pro-
file of the equatorial zonal mean zonal wind. The zonal wind
in the tropical stratosphere can potentially be affected by
ENSO and in situ heating caused by volcanic aerosol. Thus,
volcanic and ENSO signals are embedded in the QBO index.

|
N
LI B

—4

1950 ppee Py 950 2000 Hence, deviations from the basic assumptions limit the reli-
. . ) ) ability of estimates from regression models, especially when
Figure 1.Time series of the simulated seasonal mean temperatur(glsing data that only cover a few solar cycles, as in the case

anomalies at 50 hPa, averaged over the tropicsI[2®5° S] in the

) X of reanalysis and satellite data sets.
reference “all forcings” set. Unit: K.

The only feasible approach to quantify aliasing in obser-
vational data is to assess the sensitivity of the derived solar
regression coefficients to the formulation of the regression
the TLS in ozone (Hood, 1997; Hoahd Soukharev, 2003) model. This is the method used by some authors (Framde
andtemperature (Kodera and Kuroda, 2002). However, thisGray, 2010; Soukharev and Hood, 2006; Hood et al., 2010),
mechanism is linked to changes in wave driving of extrat-who claimed that their solar regression coefficient is not af-
ropical circulation, and it is mainly operative in the winter fected by aliasing because of the very small changes when
stratosphere, where the strong variability therein makes théncluding ENSO, QBO, and volcanic terms in their regres-
detection of such changes extremely challenging. sion model.

Chiodo et al. (2012) reported good agreement in the sim- On the other hand, when using a climate model, the sen-
ulated vertical profile of the solar signal from the Whole sitivity of the simulated solar signal to the presence of other
Atmosphere Community Climate Model (WACCM), ver- boundary conditions can be directly tested. This was done
sion 3.5, and observations. WACCM3.5 is a general circu-in simulations with a 2-D chemistry transport model (Smith
lation model with a well-resolved stratosphere and inter-and Matthes, 2008; Lee and Smith, 2003). Smith and Matthes
active chemistry. Reasonable agreement was also found i(2008) showed that the simulated solar signal in tropical
other models of similar characteristics (Austin et al., 2008;0zone strongly depends on the presence of the QBO. They
Schmidt et al., 2010). However, the ability of the models showed that this dependence is indicative of a contamination
in reproducing the signal in the TLS appears to depend orof the solar signal by the QBO, and that the aliasing is mainly
the boundary conditions, and the elements necessary to ratue to irregularities (i.e., departures from a sinusoidal func-
produce such a signal are model dependent. For this reasotipn) in the observed QBO. In an earlier study using the same
the role of additional sources of variability (e.g., El Nifio— 2-D model, Lee and Smith (2003) found that volcanic erup-
Southern Oscillation (ENSO), or quasi-biennial oscillation tions have a similar effect, and that both QBO and volcanic
(@BO) in those models that assimilate it) in the tropical signals equally alias on the observed structure of the ozone
lower-stratospheric solar signal is far from being understoodsolar response. However, one may argue that such simplified
The detection of solar signals is also difficult considering 2-D models lack a full description of wave—mean-flow inter-
their relatively small amplitude compared with other sourcesactions that have been proposed to explain the origin of the
of variability. This is especially true in the TLS, where a sub- decadal changes in the TLS.
stantial portion of interannual variability is controlled by the  Marsh and Garcia (2007) used a more comprehen-
QBO in both ozone (Randel and Wu, 2007) and temperasive model to investigate tropical ozone decadal variabil-
ture (Randel et al., 2009b). Another important driver for in- ity (WACCM3.1, Garcia et al., 2007). They found that the
terannual variability in the TLS is ENSO (Calvo-Fernandez ozone solar signal in the TLS could only be reproduced
et al.,, 2004; Randel et al., 2009a). Volcanic eruptions alsdby WACCM3.1 when observed SSTs were prescribed. They
lead to strong temperature and ozone changes in this regiomiemonstrated that part of the ozone solar signal simulated
where decreases of 5-10 % in ozone and a warming of moré transient WACCM simulations was due to spurious cor-
than 1K after the Mt. Pinatubo eruption in 1991 were re- relation between the index for the solar cycle and ENSO
ported (Randel et al., 1995). over the 1979-2003 period. These conclusions were obtained

Solar signals in observations and transient simulations aréy contrasting transient WACCM3.1 simulations performed
usually quantified with multiple linear regression (MLR) with observed SSTs with time-slice experiments performed
models that include a linear trend term, and proxies forwith climatological SSTs. Nevertheless, neither of these sim-
ENSO, QBO, and volcanic eruptions. Unambiguous attribu-ulations included the radiative effects of volcanic eruptions,
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or a QBO. Thus, their results cannot be directly compared to We performed pairs of simulations of WACCM3.5 model
observations. run from 1960 to 2004. The setup of one pair is identical
There is clearly a need for a quantitative estimate of theto the REFB1 type of simulation presented in Eyring et al.
portion of the decadal signals in the stratosphere that caif2010) for a comparison with other chemistry climate mod-
unambiguously be linked to the solar cycle. It has beenels and in Chiodo et al. (2012) for a detailed analysis of the
demonstrated that a warming in the TLS, such as that comi1yr solar cycle signal. This ensemble is referred to as “all
monly attributed to the solar cycle, can trigger changes inforcings” due to the inclusion of all known natural and an-
tropospheric circulation (Haigh and Blackburn, 2006). Con-thropogenic forcings. The forcings include observed SSTs
sequently, a correct attribution of changes in the TLS mayand sea-ice concentrations (Hurrell et al., 2008), loadings
in turn improve our understanding of the role of external of GHGs and ozone-depleting substances. Model equatorial
forcings on tropospheric and surface climate that propagatstratospheric winds are relaxed toward observed winds to
downward from the stratosphere. obtain a realistic time-varying QBO (Matthes et al., 2010).
In this paper, we quantify the impact of the presence ofThe effects of volcanic eruptions are included by prescrib-
other forcings on the detection of the 11 yr solar cycle signaling aerosol surface area densities (SAD), compiled from a
in simulations of the WACCM3.5 version including more re- combination of Stratosphere Aerosol and Gas Experiment
alistic forcing than in previous studies. WACCM3.5 is a valu- (SAGE) measurements (Thomason et al., 1997) and Solar
able tool for this exercise, since it has been previously showrMesosphere Explorer (SME) instruments from 1979 onward.
that this model version is able to reproduce most features oferosol data before 1979 are constructed based on assump-
the apparent 11 yr solar cycle observed in the tropical stratotions of background aerosol (CCMVal-2, 2010). The impact
sphere over the last several decades (Chiodo et al., 2012). on the heating rates in the stratosphere is explicitly calcu-
We compare the amplitude of the solar signal in simula-lated (Tilmes et al., 2009). The 11yr solar cycle in solar
tions with all observed forcings to those where a single forc-irradiance is introduced in the model by prescribing spec-
ing has been excluded. Differences between the simulationtral irradiance data modeled by Lean et al. (2005), integrated
quantify the impact of the exclusion of each forcing on the over specific model bands for radiation and chemistry cal-
apparent solar signal, and thus the potential aliasing fronculations. This set of simulations is aimed at closely repro-
the respective sources. The solar signal is diagnosed usinducing observed interannual variations in the tropical strato-
a novel MLR approach, which reduces the autocorrelationsphere, and serves as a reference case.
and improves the accuracy of the regression fit through the In the second set of experiments, named “fixedSSTs”,
use of an optimal lag in the predictors. a climatological seasonal cycle of the SSTs is prescribed,
The paper is arranged as follows. Section 2 provides a dethus removing ENSO from possible sources of variability in
scription of the model and the experimental setup, along withthe stratosphere. In the next set, called “noQBQO”, the tropi-
the statistical methods employed in the analysis. The resultsal stratospheric winds are not relaxed towards observations.
are outlined in Sect. 3. Section 3.1 is dedicated to the reSince the model version used in this work does not sponta-
lationship between each forcing and the simulated temperneously generate a QBO, permanent weak easterlies in the
ature and ozone variations. In Sect. 3.2, focus is then ditropical stratosphere are simulated. Finally, the fourth set,
rected towards the 11yr solar cycle signal. The robustnessamed “noVOLC?”, is forced with a constant seasonal cycle
of the apparent solar signal in the reference case is assessefl SAD, thus excluding peaks in sulfate aerosol concentra-
in Sect. 3.3. A general discussion of the results and their imtions in the stratosphere due to volcanic eruptions. The list of
plications is given in Sect. 4, while Sect. 5 summarizes theexperiments is given in Table 1.
main results and conclusions.
2.2 Analysis method
2 Data and methodology Monthly mean output is averaged over the two realizations
done for each of the four sets, season (DJF, MAM, JJA,
SON), longitude, and the 2®8-25 S latitude band. The

WACCM3.5 is an improved version of the WACCM3.1 gen- tropical average seasonal mean anomalies are used as input
eral circulation model (Garcia et al., 2007). The standardf©" @nimproved MLR technique, whose formulation is novel

resolution of 66 vertical levels ranging up from the surface N the conte.xt of solar cyple studies. Details are described in
to the thermosphere (140 km) and Llgtitude by 2.5 lon-  the Appendix and are briefly outlined below.

gitude in the horizontal was used in this work. This is the  First, the autocorrelation is removed following a Box-—
same model version that participated in the CCMVal-2 ac-JeNkins prewhitening procedure (Box and Jenkins, 1980).
tivity (CCMVal-2, 2010). Details of the model relevant for This is applied to the time series of the seasonal means of

simulating the 11 yr solar cycle are discussed in Chiodo et alth€ simulated ozone and temperature and of the predictors
(2012). (i.e., the forcings used in each set). Next, lags are calculated

that maximize the absolute value of the correlation between

2.1 Model simulations

www.atmos-chem-phys.net/14/5251/2014/ Atmos. Chem. Phys., 14, 5251-5269, 2014
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Table 1.Table of the WACCM3.5 ensembles performed.

Name SSTs QBO Volcanoes Solar

“all forcings” (2) observed, Hurredit al. (2008) assimilated, Matthes et al. (2010) SAGE Il, Thomason et al. (1997) Lean et al. (2005)
“fixedSSTs"(2) climatological assimilated, Matthes et al. (2010) SAGE Il, Thomason et al. (1997) Lean et al. (2005)
“noQBO” (2) observed, Hurrell et al. (2008) none (weak east) SAGE I, Thomason et al. (1997) Lean et al. (2005)
“noVOLC” (2) observed, Hurrell et al. (2008) assimilated; Matthes et al. (2010) climatological Lean et al. (2005)

the prewhitened field variable and the forcings. In this way, coefficient has been scaled at all isobaric levels by 0.175.
the projection of the field variable onto the forcings in each This scaling factor is the 2-walue of the UV radiation index
set is maximized. These steps have been extensively used irsed in the MLR, which represents the peak-to-trough solar
the formulation of multiple linear regression models in other cycle variation in units of Wm? nm2,

fields (e.g., in biometeorology (Diagt al., 2002a, band

economic forecasting (Bisgaard and Kulahci, 2011)), though

they are new in the analysis of the 11 yr solar signal. 3 Results

The suitable lag for each predictor must be chosen with
care. Ideally, the lag correlations should represent a physiFigure 1 shows the time series of the tropical average25
cally consistent relationship between the predictand and pre25° S) seasonal mean anomalies of the zonal mean tempera-
dictors. On the other hand, such lags should not bring dif-ture at the 50 hPa level from the “all forcings” set. A long-
ferent predictors into phase, thereby increasing collinearityterm cooling trend is evident, and the amplitude of approx-
With these criteria in mind, an optimal window, over which imately —0.5K per decade agrees with observations (Ran-
the suitable lag is searched for, is identified. del et al., 2009b). The trend is interrupted by positive peaks

In our analysis, we use zonal wind time series at 30 andover 2K in 1964 and 5K in 1992, which are caused by
10 hPa, which serve as QBO indices in the regression. By ustwo major volcanic eruptions, i.e., Agung and Mt. Pinatubo.
ing the residual of a regression of the zonal wind onto otherAmong these events, the Mt. Pinatubo eruption is the best-
indices, the QBO indices become orthogonal to the other preeharacterized eruption on records. These records show a 1—
dictors. We exclude any lags in the QBO term itself in order 2K warming in 1992 in the 50 hPa global mean (Randel
to keep the mutual phase relationship in both indices (seet al., 2009b), while anomalies over the tropical belt reach
Appendix). We find that by using this technique, the cross3K (see Fig. 1 in Tilmes et al., 2009). Compared to these
correlation among the QBO indices and the other predictorssalues, WACCM tends to overestimate the heating caused by
never exceeds 0.06, which ensures that the null hypothesithe sulfate aerosols associated with the Mt. Pinatubo erup-
of no correlation cannot be rejected at the 99 % confidenceaion.
level. Before applying the MLR, the variables and the forcings

Principal component analysis (PCA) has been used in preare prewhitened with the autocorrelation coefficient of the
vious studies to derive orthogonal QBO indices (Randel andield variables. Since the choice of the lag for the predictors
Wu, 1996; Crooks and Gray, 2005; Frame and Gray, 2010)is crucial to improve the regression fit, we first analyze the
The mathematical orthogonality constraint can potentiallylag correlation between forcings and the simulated field vari-
limit the physical realism of the principal component asso- ables temperature and ozone.
ciated with the QBO. For this reason, we believe that the
residuals from a MLR at 30 and 10hPa are more directly3.1 Lag correlation analysis
linked to the original wind field at both heights, and thus
more suited than principal components for representing thel'he optimal lag must ensure a physically consistent relation-
QBO variability in the MLR. ship between the prewhitened field variables and the forc-

This procedure is repeated for each of the simulation seténgs. For this purpose, the vertical structure of the lag cor-
for both temperature and ozone. The regression model forrelation is analyzed in detail in order to identify a window
mulated in Eq. (A6) is applied at constant pressure levels ofepresenting a realistic timescale for the response in the se-
the tropical stratospheric domain (0.1-100 hPa). lected variable to each of the applied forcings.

The MLR includes only predictors for those forcings in-  Figure 2 shows the vertical profile of the correlation of the
cluded in the specific set of experiments (e.g., no QBO terntropical average seasonal mean temperature with UV radi-
is used in the analysis of the noQBO set). Since the mairation from the all forcings set, plotted as a function of the
focus of this paper is the detection of the solar signal in thetime lag in a window of 10yr (-5 te+5), thus covering an
tropical stratosphere, results from the regression analysis ar@imost complete solar cycle. Correlations at positive lag val-
only presented for the UV coefficient (gin Eq. A6). The  ues mean that variations in UV lead temperature changes.

Although the prewhitening of the time series considerably
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Figure 2. Lag correlation between the tropical average®[R5 Figure 3.As in Fig. 2, for tropical mean zonal mean ozone from the

25° S] prewhitened seasonal mean temperature from the all forcall forcings case.

ings case and the UV radiation index. Positive lags mean that UV

predictor leads temperature changes. Solid contours and red colors

denote positive correlations, while dashed contours and blue colors

indicate negative correlations. Contours are drawn every 0.04. The lag correlation of UV radiation with tropical mean

ozone is shown in Fig. 3. As it occurred in zonal mean tem-

. . i erature, a broad structure of positive ozone-UV correlations

reduces the magnitude of the correlations, a well-defmecgppears around lag 0 in the upper stratosphere (0.1-10 hPa),

positive temperature-UV relation is found at 1hPa, which, i 1o peaks at 1 and 5hPa. A more complex structure in
lingers for 2 yr around the peak of solar activity (that is, from the lag correlations is found in lower levels. At 10-50 hPa,

lag—1yrto 1yr). NegatiV(_a vf';llue_s cgn b_e seen 5y_r before andchere is a small region with negative values around lag 0,
after the peak in UV radiation, indicating a cooling around yije positive correlations appear at lags of 0.75-1yr. At

minima of solar activity. Between 10 and 70 hPa, we identify 55_1g hpa, positive correlations are found between 0 and
positive maxima at lags of 0.75, 1.75, and 3.25yr. AMONG v maximizing at a lag of 0.25yr, equal to one season. Ex-

them, the peak at 0.75yr corresponding to three seasons (gt for the negative correlations at 30 hPa, there is good cor-

9-11 mont.hs) seems to be connect.ed FO the upper Str,at(?'espondence between temperature and ozone in the O-1yr
sphere. This suggests that the warming induced by mMaximaindow.

in solar activity is instantaneous and longer-lasting in the up- The in-phase 0zone—UV relationship in the middle and up-
per stratosphere, whereas it is slightly weaker and delayed b}Ser stratosphere is likely due to the UV-induced photolysis

a few seasons in lower 'aYerS- ) ) of molecular oxygen and recombination with atomic oxy-
Qverall, th? lag correlation to the UV n the WACCM sim- gen (Pap and Fox, 2004). This process is instantaneous, and
ulations depicts a downward propagation of the solar sig-gytends for the 2-3yr of peak solar activity. As in tempera-
naII. This is consistent w;[h the tﬁp—r:jc_)wnh mechanism in- e the intermittency in the correlations at lower levels sug-
volving a downward pathway (which is thus mediated by yeqtq 3 seasonality in the lower-stratospheric ozone response.
the stratosphere) for solar influences to impact surface cI|-|n the O-1yr span, the correspondence in the temperature
mate, as hypothesized in previous studies (Meeal., 2099; and ozone correlations suggests that the same mechanism is
Gray et al., 2010). The broad time span of the maximum controlling ozone and temperature responses in this window.

at 1hPa is most likely due to absorption of UV radiation \j,jie in temperature, there is less evidence of a delayed re-
whose peaks, on average over the recorded 11yr cycles 19,50 ot |ags larger than 1 yr throughout the 30100 hPa re-
23, last for about 2-3yr (Lean et al., 2005). In lower levels,

gion. This indicates that at such lags, it is difficult to link both

the intermittency of the positive correlations suggests a Seafemperature and ozone responses through a common mecha-
sonality in the apparent downward propagation of the tem-ism

perature signal. One candidate mechanism for such propa- e we have analyzed the structure of the correlations,

gation is the strengthening of the wintertime polar night jet,q eyt identify the optimal lag that maximizes the absolute

during solar maxima, which causes suppressed tropical Upg,) e of the cross correlation with the UV index. We con-
welling (Kodera and Kuroda, 2002). This mechanism is Cap-gyrain the window over which the optimal lag is identified to

tured by WACCM (Chiodo e_t al.,, 2012), gnd the _tlmescalesthe 0-1yr time span, motivated by the finding that a coher-

for the downward propagation are consistent with the 1agSen yariation in correlations with temperature and ozone was

found in the positive correlations of the 0-1yr window. present in that interval. An added benefit of limiting the lag
in the 0 to 1yr window is that the cross correlation between
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Figure 4.Vertical profile of the lag that maximizes the absolute value of the correlation (in the 0—1 years window) between UV radiation and
prewhitened seasonal mean temperature (black) and ozone (redgfrtime all forcings(b) fixedSSTs(c) noQBO, andd) noVOLC sets.
The values are introduced gs-,,, in Eqg. (A6) for regression of tropical average temperature and ozone.

the UV index and the other predictors is minimized. Hence,between 20 and 70 hPa, and 1yr between 80 and 100 hPa,
the optimal UV lag (gy) to be used in Eq. (A6) is chosen in consistent with the lagged positive correlation in this region
this window. seen in Fig. 2In tropical ozone, the lag needed to maximize
The vertical profile ofty, is shown in Fig. 4 for zonal the correlation in the TLS is slightly smaller than in temper-
mean temperature and ozone. We show the values obtaineature, as seen in Fig. 3.
for the all forcings case (a) and for the three idealized sets We also analyzed the lag correlation for the other terms
(b—d). Overall, the temperature—UV and the ozone—-UV cor-included in Eq. (A6): the two QBO indices, N3.4 and SAD.
relation patterns are found to be qualitatively similar in the As the present paper is focused on the solar response, we
three simulation sets excluding single forcings (not shown),discuss it without showing additional figures. The cross cor-
which explains the similarity in the vertical profile of the op- relation of temperature and ozone witB0' andx10 shows
timal lag. In the case of zonal mean temperature, the profilea downward-propagating pattern associated with the merid-
shows a downward progression in all four cases, with a lagonal secondary circulation of the imposed QBO (Baldwin
of 0.5 yr (or two seasons) at 10 hPa, 0.75 yr (or three season®t al., 2001). For the N3.4 index, negative correlations of
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Figure 5. (a)Time series of tropical average seasonal mean zonal mean temperature anomalies at 50 hPa after prewhitening (black), along
with the regression fit from Eq. (A6) (redp—f) Contribution of each of the terms on the right-hand side of Eq. (8&he regression fit.

ozone and temperature maximize at 0.5yr (6—8 months, or We do not use a lag for the SAD index for the regression
two seasons) and 0.25yr (3-5 months, or one season), ref both temperature and ozone, as the strongest correlation
spectively, consistent with the lagged impact of El Nifio onis found at zero lag. This implies thaoc =0 at all lev-
the TLS through an increase in tropical upwelling (Marsh els in Eq. (A6). For the N3.4 index, we usghso= 0.25yr
and Garcia, 2007; Calvo et al., 2010). For the SAD index, we(or one season) for the regression of temperature, while a
find positive correlations in temperature and negative valuevalue of 0.5yr (or two seasons) is used for ozone. No lags
in ozone, both peaking at zero lag, and decaying as the lagre used int10 andu30, as the optimal fit is obtained by
increases to around 1.5yr. adjusting the relative weighting (i.e. regression coefficients)
We constrained the optimal lag in the N3.4 and SAD in- of these roughly sinusoidal variations. With these values for
dices to be no more than 1yr, as was done for the UV in-tense tvolc @nd those fory displayed in Fig. 4, a regression
dex. This is motivated by the fact that at lags longer thanof the time series of zonal mean wind at 10 and 30 hPa’(#10
1yr, spurious interference with the QBO appears in the formandu30) is performed (see Eg. (A5)). The residuals are then
of downward-propagating QBO structures in both ozone andaken as QBO indices (i.e:10* andu30* in Eq. (A6)).
temperature correlations with N3.4 and SAD indices. Also, An example of the application of the MLR procedure em-
the cross correlation between N3.4, SAD, and QBO indicesployed in this paper is given for the tropical average zonal
in the 0 to 1 yr window is minimized. Hence, the optimal lag mean temperature at 50 hPa, which is the time series shown
maximizing the correlation with these indices (i&asoand in Fig. 1. Figure 5a shows the temperature time series af-
Tyvolc IN EQ. AB) is chosen in this window. ter prewhitening, along with the fit output from the MLR
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Figure 6.Solar signal in tropical average zonal mean temperature,Figure 7.As in Fig. 6, calculated as the UV regression coefficient
estimated as the UV regression coefficierfj\(An Eq. (A6)) multi- from a standard MLR (5, in Eq. (A1)) multiplied by 0.175, which
plied by 0.175, which represents the 2+ariation of the UV index  represents the 2-variation of the UV index used in the MLR.
used in the MLR. Delta K units denote the relative solar cycle peak
to trough change in kelvin. Filled dots indicate that the derived re-
gression coefficients are significantly different from 0 at the 2-o
significance level. The lags used for the UV index in each experi-It is interesting to note that a statistically significant solar
ment set is the black line shown in Fig. 4. signal is also extracted in the middle stratosphere at 10 and
20 hPa, even though this is a region of relative minimum re-
sponse. The lag used for the UV index is 0 at 1 hPa, 6-8
model formulated in Eq. (A6). As seen in Fig. 4, the optimal months (or two seasons) at 10 hPa, and 9—11 months (or three
UV lag (wy) used at this level is 0.75yr (or three seasons),seasons) between 20 and 70 hPa (see Fig. 4).
while 7ensg=0.25yr (or one season). It is found that while  In the fixedSSTs case (red line in Fig. 6), the simulated
the prewhitening smooths part of the variability, the peakstemperature solar signal is similar to the reference case, al-
of the original time series shown in Fig. 1 are preserved.though the secondary maximum at 50 hPa is obtained at
The r2 value of 0.4 implies that 40 % of the variability in a slightly larger lag compared to the other setg & 1yr;
the prewhitened temperature time series can be explained bsee Fig. 4). The strong similarity in the derived UV regres-
the regression fit. Note that if no optimal lag is used for the sion coefficient in temperature suggests that the ENSO con-
predictors, the-2 value would be 0.2 (not shown), which in- tribution to the apparent solar signal is negligible. The low
dicates a less accurate fit. Figure 5b—f plot the contribution ofsensitivity of the UV regression coefficient to the inclusion
each term on the right-hand side of Eg. (A6) to the regressiorof ENSO is not due to the removal of the serial correlation,
fit shown in Fig. 5a. The strongest temperature changes aras similar results are obtained without prewhitening the data
caused by volcanic eruptions, with Mt. Pinatubo generating(not shown). The noQBO set (green line in Fig. 6) shows
a 3K anomaly (Fig. 5f). Changes of 0.5-1K are associatedh significant solar response throughout the stratosphere above
with the first QBO term (#30 i.e., the filtered zonal wind at 60 hPa, with a peak of 0.7 K at 50 hPa. Overall, this profile
30hPa) and ENSO (Fig. 5c, d). On the other hand, the 11 yresembles the reference all forcings case, although a slighly
solar cycle signal is smaller, with temperature deviations ofstronger magnitude of the warming is evident at 50 hPa. In

a few tenths of a kelvin (Fig. 5b). the noVOLC set (blue line), a significant regression coeffi-
cient is obtained at all levels above 20 hPa, with a peak of
3.2 The 11yr solar cycle signal 0.7K at 1 hPa. However, below 20 hPa the signal becomes

weak and statistically insignificant. Thus, no robust solar re-
The vertical profile of the solar signal, shown as the UV sponse in temperature is obtained in the TLS in the WACCM
regression coefficient () of the tropical average (23— simulations that do not include volcanic eruptions. The ab-
25° S) zonal mean temperature scaled bydtdJV radiation sence of response indicates that the apparent lagged temper-
(0.175), is shown in Fig. 6. The profile is shown for the ref- ature solar signal in the TLS diagnosed in all other simulation
erence all forcings set, and the idealized experiments, usingets is associated with the effect of volcanic aerosols.
the optimal lag for the UV index shown in Fig. 4. For comparison, the UV coefficient was also estimated

In the all forcings set (black line in Fig. 6), a statisti- from a standard MLR (& in Eqg. (Al)). Figure 7 shows the

cally significant UV-induced warming is found throughout vertical profile scaled by 0.175. The temperature response
the tropical stratosphere, with maximum values of 0.8 K atin the upper stratosphere between 1 and 5hPa is very sim-
1hPa and a secondary maximum of 0.6-0.7 K at 40-50 hPdlar to that obtained with the new technique (Fig. 6); that
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Figure 8. Solar signal in tropical average zonal mean ozone, esti-Figure 9. As in Fig. 8, calculated as the UV regression coefficient
mated as the UV regression coefficieng(ﬂin Eq. (A6)) multi- from a standard MLR (& in Eq. (A1)) multiplied by 0.175, which
plied by 0.175, which represents the 2+ariation of the UV index  represents the 2-wariation of the UV index used in the MLR.
used in the MLR. Delta % units denote the relative solar cycle peak
to trough change in percent (i.e., relative change in mixing ratio).
Filled dots indicate that the derived regression coefficients are sig-
nificantly different from 0 at the 2-esignificance level. The lags 10 hPa, although the exact height of the maximum varies. At
used for the UV index in each experiment set is the red line showr20 hPa, the solar cycle ozone response in the noVOLC and
in Fig. 4. noQBO case is slightly stronger than in the all forcings case.
Reasonable agreement is also evident in the weakly negative
response at 30 hPa, with exception of the noQBO case, which
is, a significant warming of 0.6-0.8 K in all experiments. In shows a positive and significant ozone response of 1 %.
the lower layers, there is less agreement between the ensem- Significant differences are evident in the amplitude of the
bles. A secondary maximum is evident in the all forcings andozone increase in the stratospheric levels between 40 and
fixedSSTs sets, with a peak of 0.4-0.5K at 50 hPa. A simi-100 hPa. While the all forcings case features a significant
lar response is also seen in the noQBO set, although the redzone increase ranging from 2.0% at 50hPa to 3.5% at
gion of statistical significance is limited to higher altitudes 70 hPa, the response in the noVOLC case follows a simi-
(20 hPa). Below 30 hPa, no significant response is seen itar profile, although with lower values ranging from a non-
the noVOLC and noQBO ensembles. Comparing both techsignificant 0.8% increase at 50hPa to 1.5-2.0% at 70—
nigues (i.e., Figs. 7 and 6), it is evident that the secondary80hPa. At 70hPa and below, a different response is also
maximum in the TLS extracted from the new regression tech-observed in the noQBO case, where a non-significant 1.0 %
nique, when statistically significant (i.e., in the all forcings ozone increase is obtained. On the other hand, the ozone re-
and fixedSSTs sets), is stronger in magnitude than when ussponse at 70-80 hPa is increased to 4.0 % in the fixedSSTs
ing the standard MLR. Also, the new technique yields a seccase, although the difference between this set and the all
ondary maximum in the noQBO set, whereas no response iforcings pair of simulations is not statistically significant.
seen in the standard MLR. Thus, in the TLS region the newAmong all experiments, the profile g¢f/,, obtained from
regression method allows for better separation of the temperthe fixedSSTs set is the one that most closely resembles the
ature solar signal from the QBO. The new method also showsll forcings case in the lower stratosphere. Those calculated
a stronger reduction of the solar signal in the noVOLC set. from the noVOLC and noQBO exhibit the largest differences
The new method was also applied to the tropical meanto the reference case, with a weaker response throughout the
ozone mixing ratio. The vertical profile g8, scaled by lower stratosphere below 40 hPa in the noVOLC case, and
0.175 is shown in Fig. 8 in terms of relative solar cycle (%) below 70 hPa in the noQBO case. This suggests that part of
peak to trough change in the mixing ratio using the lag val-the apparent lower-stratospheric ozone signal obtained from
ues for the UV index shown in Fig. 4. In the all forcings the all forcings case is due to QBO and volcanic aliasing,
case, there is a well-defined double peak structure, with stawith the largest spurious contribution coming from volcanic
tistically significant ozone increase in the middle and upperaerosol.
stratosphere peaking at 2% at 10 hPa, a relative minimum at Figure 9 shows the ozone UV regression coefficient ob-
30 hPa, and a significant increase at 40 hPa and below, peakained from a standard MLR (# in Eq. (Al)). The ozone
ing at 3.5 % between 70 and 90 hPa. increase of approximately 2% at 5hPa is similar to the re-
Fairly good agreement across all pairs of simulations issponse obtained from the new technique (Fig. 8). The relative
seen in the UV-induced ozone increase of 1.5-2.0% at 5-minimum at 20 hPa is statistically significant, while, using

www.atmos-chem-phys.net/14/5251/2014/ Atmos. Chem. Phys., 14, 5251-5269, 2014
59



5260 G. Chiodo et al.: The solar signal in the tropical stratosphere

a) 1 hPa b) 10 hPa c) 30 hPa
2 — T T 2 — T 2 — T
- ! \ ] - ! .
X \ il X X
=< \ =< =
- - -
o o /\*/\f/\/\/_/\,\ °
o 3 / 3 /—\/\
° ° ° |
0 0 /—/\/ 0 /\/ ‘
-1 STL A A AT -1 i
5 10 15 20 25 30 35 40 45 5 10 15 20 25 30 35 40 45 5 10 15 20 25 30 35 40 45
window length (years) window length (years) window length (years)

d) 50 hPa e) 70 hPa

1 ] 1F 1
- M\/N\//%\\AJ = \F\J%w
C E UV X MERRA value
A Mt. Agung eruptipn
M E£|-Chichon eruption
4541; 15 20 25 30 35 40 45 4541; wms Mt. Pinatubo eruption

window length (years) window length (years)

Figure 10.UV regression coefficient (§, in Eq. (A6)) in tropical mean zonal mean temperature (red line) along with thei@eertainty

(yellow shading) from the all forcings case, plotted as a function of the window used (in years). The endpoint of the window is the last
available year in the ensembles, i.e., 2004. Results are showa)fbhPa,(b) 10 hPa(c) 30 hPa(d) 50 hPa, ande) 70 hPa. Crosses show

the values obtained from MERRA reanalysis at 30, 50, and 70 hPa using the window overlapping the simulation period (1979—-2004). Unit: K.

the new MLR, this response is not significant and lower in lar signal from the window covered by observational records.
altitude (30 hPa). Both techniques show differences betwee®ne method to accomplish this consists of testing the sensi-
ensembles in the region below 40 hPa, although the spreativity of the diagnosed signal to the length of the data.

seems larger in the standard MLR. In the new MLR, the dif- We calculate the UV regression coefficienf(sfrom the
ference in the solar response between the all forcings andll forcings set for a varying data window, whose endpoint is
fixedSSTs sets at 50-70 hPa is smaller compared to the stathe last year available in the simulations: 2004. A minimum
dard MLR. This indicates that the use of the new regressiorof 10yr is used to cover the last solar cycle (1995-2004),
technique reduces the ENSO aliasing in the apparent solaand the data window is gradually extended to the whole 45
response of lower-stratospheric ozone. Overall, both techavailable years, using 1 yr increments.

niques show a reduction of the solar signal below 30 hPa in Figure10 shavs the estimates for tropical mean tempera-
the noVOLC set compared to the all forcings set. Accord-ture, calculated at 5 different pressure levels representative of
ingly, the contribution of volcanic aerosol to quasi-decadalthe upper stratosphere (1 hPa), middle stratosphere (10 hPa),
variability of tropical lower-stratospheric ozone does not de-and lower stratosphere (30, 50, and 70 hPa), scaled by the 2-¢

pend on the type of regression analysis. value of the UV index. Note that the endpoint value obtained
with the entire 45 yr time series is identical to that shown (on
3.3 Sensitivity of the solar signal to the data window the same levels) in Fig. 6.

In the upper stratosphere at 1 hPa (Fig. 10a), a constant

The results from the idealized cases give useful informationv@!ue of 0.8-1.&:0.2 K is obtained. One can deduce that the
minimum number of years necessary for extracting a signif-

about the impact of other forcings on the analysis. However, " ) ;
these simulations might not be able to reproduce non-lineafc@t and stable solar signal in temperature at 1hPa is 10~

interactions between the missing forcing and the 11 yr solart®Y"> Since the value obtained with such window is fairly
cycle. The aim of this section is thus to assess aliasing in th&!0S€ to that calculated with the full available period of 45 yr.
regression of one pair of simulations driven by the combina-At 10 and 30 hPa (Fig. 10b, c), the regression coefficient is
tion of forcings that most closely resembles the real atmo-Sightly negative and not significant when less than 20 yr of

sphere, as is the all forcings case. In this way, it is possible tHata is used. It then stabilizes to a significant positive value

quantify the potential aliasing in regressing a limited record, °f 0-4+£0.2 K at 10 hPa and 0:50.3 K at 30 hPa when more

and in turn to infer the feasibility of extracting a robust so- than 25yr of data is used.
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At lower-stratospheric levels (50 and 70 hPa, shown inability when using model data in the analysis. Accordingly,
Fig. 10d, e), the derived values are more uncertain tharthe impact on the detection of solar signals might depend on
in the upper stratosphere, as indicated by the wider errothe size of the underlying volcanic signature. To test this pos-
bars, and exhibit stronger sensitivity to the window length. sibility, we analyze the dependence of the solar signal to data
Broadening the data window reduces the apparent signal avindowing in the MERRA record, bearing in mind that less
50 and 70hPa from 18 0.7 K with 15yr of data to 0.2— stability is expected due to the shorter window compared to
0.5+ 0.3K when using the 45yr of data. No convergence the WACCM simulations. Figure 11 shows the regression co-
towards a steady value is found at these levels. Thus, a stafficient obtained from MERRA, calculated in the same way
ble and significant temperature response can only be detecteas in Fig. 10, plotted as a function of the 26 yr window. A ro-
above 30hPa, while a different behavior is observed at 5Must signal is found at 1 and 10 hPa, with values offd% K
and 70 hPa, where no robust value can be extracted with thand 0.3+0.2 K, respectively (Figs. 11a, b). The values at 30,
available 45 yr long record. 50, and 70 hPa (Figs. 11c, e) are less stable, which is in large

In addition, strong swings are evident in the middle andpart due to the peak coinciding with the Mt. Pinatubo erup-
lower stratosphere (30, 50, and 70 hPa) a few years after thgon, especially at 50 hPa (Fig. 11d). There is also a tendency
occurrence of the two major volcanic eruptions when us-towards smaller values at these levels, as the window gets
ing WACCM data, suggesting that volcanic and solar sig-broader, although a stable value is not reached. This sug-
nals cannot be cleanly separated by the regression model gests that, as in WACCM, the solar signal extracted over the
these levels. Interestingly, both Mt. Pinatubo and EI Chichonavailable observational record is not robust, mainly due to the
eruptions appear to interfere with the solar signal at 30 ancheating associated with the Mt. Pinatubo eruption.

50 hPa. This is not the case at 70 hPa, where only the former Figure 12 shows the UV regression coefficient obtained
has a discernible impact (Fig. 10e). There are also perturfrom WACCM at 50 and 70hPa, when periods after El
bations of negative sign when the Agung eruption (1963) isChichén and Mt. Pinatubo eruptions are omitted (June 1982—
included in the analysis. This effect is seen at 50 and 70 hPa)ovember 1983 and September 1991-November 1993).
although the jumps are much less evident than in the case dburing such periods, the peaks in lower-stratospheric tem-
the other two eruptions. Overall, the peaks associated wittperature associated with the SAD index can be identified (see
Mt. Pinatubo and EI Chichdn disappear after 30 yr of data isFig. 5f). Convergence toward a constant value of approxi-
included in the regression analysis. Even when the analysisnately 0.1+ 0.3 K is obtained when more than 20 yr of data
is extended using a longer window, the UV coefficient de-is used. However, this value is not significantly different from
creases at both levels, which is particularly evident at 70 hPazero. When the same years are excluded from the MERRA
This suggests that in WACCM3.5, no robust signal in temper-reanalysis data, the UV coefficient is also reduced from 0.6—
ature can be extracted in the TLS with 45yr of simulations0.7+0.3K to 0.2+ 0.4K at both 50 and 70 hPa. This in-
data. dicates that when applying MLR methods on stratospheric

The UV regression coefficient is also estimated using thetemperature data covering 26 yr, a better separation of so-
same procedure on NASAs Modern-Era Retrospective Analdar and volcanic signals can only be achieved with removal
ysis for Research and Applications (MERRA) reanalysis of data around both EI Chichén and Mt. Pinatubo eruptions.
data (Rienecker et al., 2011), chosen here over other reanaFhis is consistent with the absence of a signal in the TLS in
ysis products due to the larger overlap with the simulationsthe set without volcanoes (blue line in Fig. 6). Note that the
(1979-2004). WACCM and MERRA can be directly com- removal of the period after the Agung eruption (1963—-1964)
pared by using 26 yr as the window in the all forcings case.would not alter the results (not shown), which is consistent
At this window length, the apparent solar signals at 1 hPawith the small impact of this event on the window sensitivity
(Fig. 10a) and 10 hPa (Fig. 10b) of 0.8 and 0.3 K in the modelof the solar signal shown in Fig. 10.
simulations are in excellent agreement with MERRA esti- The sensitivity to data windowing of the regression coef-
mates. Since the temperature response at these heights is fegient in zonal mean ozone simulated by WACCM is shown
lated to the direct response to the UV radiation, the agreein Fig. 13. The ozone signal is robust to the extension of the
ment with reanalysis suggests that the model sensitivity tadata window at 1 hPa (Fig. 13a), and a constant and signif-
the 11yr UV forcing is realistic. There is also qualitative icant ozone increase of 04#0.4 % is found after 10yr of
agreement at 30 hPa (Fig. 10c), 50 hPa (Fig. 10d), and 70 hPsimulations data. At 10 hPa (Fig. 13b), positive and signif-
(Fig. 10e) in the signals of 0.3, 0.5, and &D.2 K, respec- icant values of 2.2 0.8 % are found for all data windows,
tively. However, this only applies to the 26 yr window over- although jumps to higher values are evident when using less
lapping with MERRA since, as indicated above, a decrease irthan 30 yr of data. A significant positive UV coefficient is ob-
the diagnosed solar signal is seen as a larger analysis periddined at 30 hPa when using less than 15 yr of data (Fig. 13c).
is used. However, this signal is not real since no significant ozone—

It should be recalled that the warming simulated at 50 hPaJV relationship is obtained with a larger data window. This
after Mt. Pinatubo in 1992 is too large (see Fig. 1). This biasis the region in which a relative minimum response in the ver-
might contribute to the misattribution of quasi-decadal vari- tical profile is obtained in all idealized experiments, although
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Figure 11.UV regression coefficient (§, in Eq. (A6)) in tropical average zonal mean temperature from MERRA reanalysis, displayed as a
function of the window used, which is 26 yr long. Note that the signal has been computed with the same regression technique as in WACCM.
The endpoint of the window is the last available year in the WACCM simulations, i.e., 2004. Unit: K.

_UV regr coeff ‘ with slightly different magnitudes (see Fig. &t 30 hPa, the
T orRe 70 R noQBO experiment showed a significant ozone increase of
0.6 % (see Fig. 8), which suggests that QBO aliasing reduces
the apparent 11 yr variation at this level.

At 50 and 70 hPa, a strong swing in the ozone UV response
from negative to positive values is evident in proximity to
the Mt. Pinatubo eruption in 1991 (Fig. 13d, €), which is in-
dicative of the volcanic aliasing when regressing data of Mt.
i : Pinatubo eruption. There is little evidence of aliasing in the
wake of the EI Chichon eruption in 1982 at 50 hPa. At this
level, a rather constant and marginally significant value of
1.0-1.5+1.0% is diagnosed when more than 20 yr of data is

w w w w w used.
" Sincow length (years) . ° At 70hPa (Fig. 13e), there is also a jump in proximity
to the EI Chichdn eruption in 1982, although the strongest
variation is seen in the years around Mt. Pinatubo (1991).
bverall, volcanic eruptions have a stronger impact on the sig-

El Chichén and Mt. Pinatubo data (see exact dates indicated in the L : -
text), plotted as a function of the years included in the window. Thenal at 70 than at 50 hPa, which is consistent with the larger

endpoint of the window is the last available year in the ensemblesd'ﬁ(:"rences found at this Igvgl In t_he ”OVOLC set (FY).
i.e., 2004. Results are shown for the 50 hPa (red) and 70 hPa (blue’.ghe error bars and the variations in the amplitude are larger
levels, along with the 2-aincertainty (yellow for 50 hPa and green than at higher levels, which suggests that it is not feasible
for 70 hPa). Dots indicate the values obtained from MERRA reanal-with the available data to extract an accurate estimate for the
ysis, along with the 2-auncertainty. Unit: K. ozone solar response at 70 hPa. Nevertheless, there is some
evidence of a trend toward a positive signal of 8.2.8 % as
all available 45yr of data are included in the analysis. This
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Figure 12.UV regression coefficient in tropical mean zonal mean
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Figure 13.As in Fig. 10, for tropical mean zonal mean ozone. Unit: %(i.e., relative change in mixing ratio).

UV regr coeff eruption data are omitted following the same procedure taken
— Bonpa ‘ 70 nFe for temperature. A fairly constant value of 2:01.5 % is ob-
tained at 50 hPa when using more than 25yr of data. These
numbers are not significantly different from those shown in
Fig. 13d,which were calculated with Mt. Pinatubo and El
Chichén data retained. At 70 hPa, there is nearly no response
\/\ t at a window of 20-25 yr, and a positive trend towards positive
/ values is evident when more than 35yr of data is used. The
value of 23+ 1.9 % obtained with the full 42 yr window is
lower than the 3.2 1.8 %, which was diagnosed without re-
0 moving post-eruption data (Fig. 13e). This is consistent with
- 8 the reduction in the apparent solar signal obtained from the
2 ‘ | ‘ ‘ ‘ ‘ noVOLC experiment at this level (Fig. 8).
T e ngtn ey Overall, temperature and ozone show slightly different
sensitivities to data windowing, which probably owes to the
Figure 14.UV regression coefficient in zonal mean ozone from the different processes controlling their variations in the tropi-
all forcings case, omitting the post-El Chichén and Mt. Pinatubo 4 stratosphere. Further complication is brought by the low
data (June 1982 to November 1983, and September 1991 to Novemgo 5| t6.noise ratio in ozone due to the relatively small
ber 1993), plotted as a function of the window used (in years) forozone concentrations below 50 hPa. Nevertheless, both vari-

50 hPa (red) and 70 hPa (blue), along with the @reertainty (yel- .
low shading for 50 hPa and green shading for 70 hPa). The endpoin‘filbl(:"S suggest that a robust solar signal can only be extracted

of the window is the last available year in the ensembles, i.e., 2004USing an MLR technique at upper- and middle-stratospheric
Unit: percent. levels.

03 change [%]

IS
L A A L B B B B B

behavior is unlikely to be related to the Agung eruption, since4 Discussion
the tendency in the ozone solar signal starts at year 35, i.e.,

6 yr ahead of year 41 in the window, which would correspondThe tropical mean vertical profile of the 11yr solar sig-
to the eruption year 1963. nal has been extracted from WACCM simulations using
Figure 14 shows the ozone UV coefficient calculated ata novel MLR methodology. In the upper stratosphere, a&0.8
50 and 70 hPa, when the El Chich6n and Mt. Pinatubo post.2 K warming is diagnosed, which agrees with MERRA
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and ERA-40/ERA-Interim estimates within the levels of un- more akin to the technique used to extract the signal in the
certainty (see Fig. 1 in Frame and Gray, 2010). A robustmentioned observational studies than the new MLR formu-
and statistically significant signal is extracted at 1 hPa usindated here. The response at these levels is robust, since it is
a 15-20yr window, which is covered by stratospheric ob-stable over time, and it is also diagnosed in the idealized ex-
servational records. At 10 hPa, WACCM shows a significantperiments. An accurate estimate can be extracted with 20—
warming of 0.4:0.2 K obtained, whereas ERA-40 and ERA- 25yr of data, which is a window covered by satellite data.
Interim data show no significant response. This difference isA relative minimum response in tropical ozone is diagnosed
possibly due to the different (longer) period analyzed in ourin WACCM around 30 hPa. This structure resembles the non-
study. significant negative response seen at 10—20 hPa in SBUV and
Between 30 and 70hPa a significant warming of 0.5—-SAGE (Soukharev and Hood, 2006; Randel and Wu, 2007).
0.7£0.3K is diagnosed in WACCM, which agrees with val- The mismatch in the height of the relative minimum response
ues reported from ERA-40/ERA-Interim reanalysis in Framefrom model and satellite estimates is due to the different for-
and Gray (2010). Similar numbers are also calculated fronmulation of the regression method, since the standard MLR
MERRA reanalysis at 30, 50, and 70 hPa using the samgields a higher relative minimum (20 hPa; see Fig. 9).
MLR technique over the same period (1979-2004; see A significant ozone increase is found in the lower strato-
Figs. 10c—e). Almost half of the temperature increase in thissphere between 40 and 100 hPa, with values ranging from
region is due to the use of a 1yr lag in the UV index, since2.2+ 1.2% at 50 hPa to 3% 2.0 % at 80 hPa. Similar num-
a warming of 0.3 to 0.4 K is obtained when using a standardbers have been previously reported for the same period cov-
MLR without a lagged UV index (Fig. 7). ered by SAGE and SBUV data (see Fig. 12a in Randel and
It is clear from Fig. 6 that the warming at 30hPa and Wu, 2007, and Fig. 8 in Soukharev and Hood, 2006), al-
lower levels disappears in the set without volcanic forcing,though no comparison with these studies is possible below
which suggests that aliasing of the volcanic aerosol sig-50 hPa, as this is the lowest boundary in the available satel-
nal increases the apparent solar signal. Further evidence dite data of stratospheric ozone. ldealized experiments show
this comes from the increase in the UV regression coeffi-that ENSO aliasing in the lower-stratospheric ozone sig-
cient when the boundaries of the data window considerechal is negligible. This is due to the new MLR technique,
for regression analysis overlap the years of the Mt. Pinatubavhich combines the use of lagged ENSO and UV terms,
and El Chichén eruptions (Fig. 10c—e). There is also a tenand to a sufficiently large window of 45yr, which is in line
dency towards smaller values of the UV regression coeffi-with the findings of Marsh and Garcia (2007). On the other
cient in the lower stratosphere (50-70hPa) as more yearhand, it is also found that the apparent solar cycle ozone in-
are added to the analysis, although no convergence towardsease in the lower stratosphere is strongly influenced by vol-
a stable value is obtained even with a 45yr window. Thiscanic aerosols and, to a lesser extent, by the presence of the
indicates that it is not feasible to extract a robust signal inQBO. Interference with volcanic eruptions is also indicated
this region over the recent past. The spurious contribution oby the increase in the UV regression coefficient when the
volcanic aerosols to the UV regression coefficient is espe-data window overlaps periods shortly after Mt. Pinatubo and
cially pronounced when using records covering two to threeEl Chichdn eruptions (Figl3c—e). Our results confirm the
decades, as in MERRA reanalysis data (see Fig.11). Bettdiindings from a study using a more simplified 2-D transport
separation of solar and volcanic signals in temperature carchemistry model that pointed to a strong contribution of the
be achieved by excluding El Chichén and Mt. Pinatubo post-QBO and volcanic aliasing on the tropical ozone solar sig-
eruption data from the analysis, since convergence towarahal (Lee and Smith, 2003; Smith and Matthes, 2008).
a stable (though non-significant) signal is obtained in this We note that around 20 hPa a consistent bias is seen in both
way (shown in Fig. 12). Additionally, extending the obser- temperature and ozone related to the problem of volcanic
vational data record to cover solar cycles without volcanicheating aliasing. Specifically, it appears that a fraction of the
eruptions coincident with peaks of solar activity (e.g., solarvolcanic-induced heating is misattributed to the solar cycle
cycle 23) decreases the apparent solar-induced warming iby the new and standard MLR techniques, thus producing
the middle and lower tropical stratosphere. This is seen whermvarmer temperatures during solar maximum. This diabatic
regressing onto a 31yr long ERA-Interim/ERA-40 merged heating produces stronger upwelling rates in the simulations
data set of 1978—-2008 instead of the 23 yr long ERA-40 datancluding all observed forcings compared to the set excluding
set of 1979-2001 (Frame and Gray, 2010, their Fig. 1). volcanic forcing. Along with the chemically induced ozone
The ozone increase of.@2+0.7% in the upper strato- depletion by the sulfate aerosols, the increased upwelling re-
sphere at solar maximum in the all forcings WACCM sim- sults in an ozone decrease due to the strongly positive ver-
ulation agrees well with the Solar Backscatter Ultraviolet tical gradient in ozone mixing ratio, which the regression
Instrument (SBUV) and Stratospheric Aerosol and Gas Ex-also attributes to the solar cycle, leading to a weaker solar
periment (SAGE) observations (Soukharev and Hood, 2006¢ycle ozone response relative to the set excluding volcanic
Randel and Wu, 2007). An increase of similar magnitude isaerosols. On the other hand, the spurious contribution of vol-
also obtained using a standard MLR (Fig. 9), which is thecanic aliasing to the apparent solar signal in both temperature

Atmos. Chem. Phys., 14, 5255269, 2014 www.atmos-chem-phys.net/14/5251/2014/
64



G. Chiodo et al.: The solar signal in the tropical stratosphere 5265

and ozone below 50 hPa is more difficult to be explained incuracy of the fit through the use of an optimal lag. Results
these terms. At these levels, the simulated ozone depletioare also compared to the standard MLR, which is found to
is generally much weaker than at 20—30 hPa, as was, for eXse more prone to aliasing from non-solar sources than the
ample, the case for the Mt. Pinatubo eruption (see Fig. 8.2hew MLR method. The design of the model experiments em-
in CCMVal-2, 2010). Moreover, the regression fits from the ployed here is more realistic than previous modeling studies
new technique described in Eq. (A6) are carried indepen-on the impact of aliasing on the detection of the solar sig-
dently for temperature and ozone. Thus, the misattributionnal, e.g., Marsh and Garcia (2007). The main findings are as

of volcanically induced ozone and temperature changes carfollows:

not be expected to have opposite sign throughout the lower
stratosphere.

Chiodo et al. (2012) showed that the temperature and
ozone signal in the TLS estimated is stronger and closer
to observations in the WACCM3.5 model than in the
WACCM3.1 version. The improvement is likely a conse-
quence of WACCM3.1 not assimilating a QBO and the omis-
sion of volcanic aerosol heating in the simulations (Garcia
etal., 2007). Consequently, the QBO and volcanic signals did
not map into the 11 yr solar cycle in the regression analysis of
transient WACCM3.1 simulations, leading to a worse agree-
ment compared to transient WACCM3.5 simulations. How-
ever, the better agreement with observations does not nec-
essarily imply a better estimate of the solar signal. In con-
clusion, the present results suggest that either given a long
enough window, or in idealized experiments excluding the
spurious contribution of volcanic aerosols in the analysis,
a consistent, though weaker than previously thought, solar
response is diagnosed in the tropical lower stratosphere.

Finally, it is important to note the caveat of excessive heat-
ing caused by the Mt. Pinatubo eruption in the TLS region
(see Fig.1), although the precise size of the bias is difficult to

— A double-peak profile in both temperature and ozone

with maxima in the upper and lower stratosphere is di-
agnosed in the WACCM3.5 simulations forced with all
observed forcings. This agrees qualitatively well with
reanalysis and satellite data.

— In the tropical lower stratosphere, a substantial portion

of the apparent solar-induced increase in temperature
and ozone is related to volcanic aerosol. This is due to
alignment of two major volcanic eruptions (El Chichon
and Mt. Pinatubo) with peaks of solar activity during
cycles 21 and 22.

Using 45yr of data, a robust 11yr solar signal can
only be extracted above 10 hPa. At lower levels, longer
records would be required. This occurs because the so-
lar and volcanic signals cannot be adequately separated.

— The aliasing issue is ameliorated if windows around El

Chichén and Mt. Pinatubo are excluded from the analy-
sis (June 1982 to November 1983, and September 1991
to November 1993). This removal reduces the apparent

solar signal in temperature in both modeled and obser-
vational data. In ozone, further complication is caused
by interference with the QBO.

assess as the uncertainty in the response derived from obser-
vations is not known. An excessive volcanic warming could
have possibly contributed to the aliasing of the apparent solar
signal. However, it must also be noted that the oversized heat- |; ig plausible that the observed amplitude of the solar-

ing could be due to errors in the SAD aerosol forcing data sef,qyced increase in the TLS in temperature and ozone (as re-
recommended by CCMVal (Arfeuille et al., 2013). As such, horteq in other studies, 0.8 K in reanalysis (Frame and Gray,
this is a common bias in many community climate models;4 0y ang 49 in satellite data (Soukharev and Hood, 2006))
(see, for example, Fig 8.21 in CCMVal-2, 2010). Depend- g oyerestimated due to issues associated with the MLR anal-

ing on how the radiative transfer is handled, this affects theysis of a too short record that have been explored in this
models sensitivity to volcanic aerosols to a greater or lessef,

degree than in WACCM. Thus, while there may be caveatsin - e present results suggest that MLR techniques require
comparing modeled and observed MLR-derived atributiony, s \;se of longer observational records for unambiguous sep-
of decadal variability, our findings are likely not limited to 5 ~tion of decadal changes driven by the solar cycle. When
WACCM. regressing reanalysis and satellite data that are available to
date (e.g., MERRA reanalysis data spanning over 26 yr), both
windows around EI Chichén and Mt. Pinatubo should be re-

5 Summary moved for more accurate determination of the solar signal.

We have investigated the attribution of quasi-decadal varia-
tions in tropical stratospheric temperature and ozone to the
11yr solar cycle. To do so, we perform a set of transient
WACCM3.5 simulations with different combination of forc-
ings. The solar signal is extracted from the model simula-
tions using a new MLR approach, which (i) reduces the au-
tocorrelation through prewhitening and (ii) improves the ac-
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Appendix A: regression analysis (Box and Jenkins, 1980). Hence, the BJ

technique was chosen for the analysis of the simulations pre-
The standard version of multiple linear regression modelssented in this paper.

takes the following form: Once the time series have been prewhitened, the regres-
. sion model equation is carefully assessed upon analysis of
Y, = Z Xi1fi + €1, (A1) the lagged cross-correlation structures between the predic-

tors (i.e., the time series in th&X matrix) and the predictand
Y. This is done to identify the lags that maximize the pro-
whereY is the predictand (i.e., the dependent variablé}, jection of variance onto the basis functions, improving the fit
the time dimensionX is a matrix with the basis functions accuracy.
containingn predictors,8 represents the regression coeffi-  We performed a preliminary analysis by using both (i) de-
cients, and is the residual error term. seasonalized monthly mean, (ii) seasonal mean (3-month av-
Multiple linear regression models after Eq. (A1) are com- erages), and (iii) 3-month running mean anomalies of tem-
monly used in solar cycle studies. Tematrix typically  perature and ozone. It is found that the use of (i) seasonal
contains a set of predictors representing possible sources @verages filters spurious cross-correlation structures show-
variability: a linear trend term for long-term changes due toing up at high frequencies (1-2 months) that are related
increases in GHGs and ozone-depleting substances, and a getinternal noise rather than a causal relationship. There-
of proxy indices for ENSO, the 11 yr solar cycle, the QBO, fore, seasonal mean anomalies are used in this analysis. The
and volcanic eruptions. use of seasonal averages is also justified physically. Part of
Valuable information about the impact of each forcing canthe changes in stratospheric temperature and ozone due to
be extracted with this method, provided that the correct por-ENSO, QBO, and solar cycle are mediated by changes in
tion of variance in the predictand time series is fit, along with upwelling rates, especially in the TLS. Randel et al. (2002)
its relative attribution to each of the predictors. However, thisshowed that coherence between temperature and upwelling
is not the case when the predictors in maXiare cross cor-  rates in the TLS is enhanced at seasonal timescales compared
related (“multi-collinearity”), and when there is autocorre- to higher frequencies, so that dynamically forced changes in
lation in the predictand time series (“persistence”) (Wilks, temperature can be better captured with seasonal averages.
2011). Spurious correlations with the predictors can arise In the reference all forcings ensemble, the maXireads
due to persistence in the predictand time series, while multi-as follows:
collinearity leads to erroneous patrtitioning of the variance
among predictors. Collinearity between the predictors can be

i=1

t

significant, especially in relatively short records; an exam- N3.4
ple is the correlation found between the N3.4 index and thex = uv , (A2)
11 yr solar cycle (Marsh and Garcia, 2007). Additionally, sig- u30
nificant persistence can be found within seasonal timescales é‘ig

in atmospheric field variables, which implies that individual

data points in the predictand are not independent. wheret is the time dimension in season$3.4 is the Nifio

A common waly to circumvent the problem asgomated W'th3.4 index (the standardized mean sea surface temperature be-
persistence is to treat the residual error term in the regre fwveen 5S and BN latitude and between 120 and PA@

sion model as an autoregressive process (Tiao et al., 1990 ongitude) for ENSO; UV is the ultraviolet solar radiation

This method implies correction of both the basis functionsy integrated in the Hartley band (240-270 nm) from the
in X and the predictand” with the autocorrelation coeffi- Lean dataset (Lean et al., 2005), and is used as a proxy for the

C||_ent .Of th? rr:esndual error terr«:jelstlgwhgte_d from 3_ﬂr5t ap- 11 yr solar cycle; and30 andu10 are the equatorial zonal
P 'Ca“of‘ oft € re_grej'ssmn model. This Intermediate SteP '*mean zonal winds at 30 and 10 hPa, which have the qual-
called “prewhitening”, and its application can be found in

ity of being nearly orthogonal proxies for the QBO (Randel

numerous papers on the solarsigpal in the stratosphere (e'%nd Wu, 1996). SAD is the global mean surface area den-
Soukharev and Hood, 2006; Austin et al., 2008; Frame an ity at 50 hPa (in units of pAtm-3) of sulfate aerosol taken

Gray, 2010). Another way to account for autocorrelation isfrom a combination of different datasets: SAGE | (1979-

by prewhitening the predictand and predictorX with the 1 9g1y 'SAGE |1 (1984-2005), and SME instruments. Aerosol

fl_rst—order autoc_orrelatlon c;ogfﬁment of the original t|me. S€° data before 1979 are constructed based on assumptions of

ries of the predictand’. This is the so-called Box—Jenkins background aerosol (see Sect. 2.5.3.4 of CCMVal-2, 2010)

(B‘I]B) rr;}ethodorllpgy'(Box arr:d .Jenklns, 1980). ied h Based on SAD, an aerosol mass distribution is assumed
oth prewhitening techniques were carried out on the;, \yazccm3.5 for heating rate calculations (Tilmes et al.,

OUter']t. from t?e ;NACCM model. Itl was Iounc_j tha;(t:hFe ?]J 2009). Hence, this dataset is the most appropriate proxy for
prewhitening leads to an autocorrelation function ( ) thaty volcanic forcing in the model simulations.

is closer to white noise (not shown) and hence optimal for

Atmos. Chem. Phys., 14, 5255269, 2014 www.atmos-chem-phys.net/14/5251/2014/
66



G. Chiodo et al.: The solar signal in the tropical stratosphere 5267

When using data from the idealized ensembles, the forc- An additional complication is posed by the separation of
ings that are kept constant (following table 1) are removedQBO signals from the other sources of variability. We found
from the X matrix. The N3.4 index is excluded in the thatthe observed zonal wind that is assimilated in the ensem-
fixedSSTs ensemble,10 andu30 are excluded in the no- bles including a QBO contains significant variations arising
QBO ensemble, while the SAD index is excluded in the no-from volcanoes, ENSO, and solar cycle. For the solar cycle,

VOLC ensemble. this result is consistent with the reported modulation of the
The first step in the formulation of the regression model isQBO periodicity by the solar cycle (Salby and Callaghan,
prewhitening of both sides of Eq. (Al): 2000). We remove the collinearity by computing two filtered
QBO indices. For this purpose, we regress the UV, ENSO,
Y[,z =Y. —pYi-1; and SAD indices using their optimal lagon zonal mean
X:,i,z =Xsiz— pXi—Liz (A3) wind at both 30 and 10 hPa, and take the residual as filtered

QBO index, as described by Eq. (A5):

wherep, is the autocorrelation coefficient &f at lag of one

season and at the level andi is the forcing index. Equa-  #30}, =u30, , — (BuwUV;_, . . (AS)
tion (A3) is applied at each discrete model leyalanging / /

from 0.1 to 100 hPa. It is found that the use of the autocor—Jr Penso'3 s +;3VOICSADF )
relation at lag 1 is enough to reduce the ACHfto white ullp, =ull  — (BulVi ., .
noise, so that there is no need to use autoregressive models ge,sV3.4 + BuolcSAD; _,
of higher order.

After prewhitening both forcings and seasonal meanln this way,u30* andu10* are made orthogonal with respect
anomalies of temperature and ozone, we calculate the lag to the other indices while preserving their mutual orthogonal-
at which the absolute value of the cross correlation betweerity by excluding any QBO lag. This improves the accuracy of
each predictor andY’ reaches a maximum value at a given the regression analysis. The two filtered QBO indices, along
levelz. with the prewhitened and lagged predictors, are then used in
the target regression model for ozone and temperature.

Ti=volc,z>Z

Ti=enso0,3% =volc,z,Z)'

/ /
Tiz = t||r(Yt=O.4.n,z’ i,t=04+7...n,z

) = MAX (A4)

i C i Y’/’Z = ’BL/JVU VZ/_Ti:uv,Z,Z + ﬁt/ensJV3'4;—ri:enso,z,z + :Bé]bolu3o;k,z
A separate analysis showed that no significant cross correla- 10¢ ' SAD! , A6
tion between predictors is introduced by using the 1 yr win- +Babo2t 10, . + Buolc t—tivolc,o.2 T €.z (A6)

dow. Furthermore, correlations arising at lags larger than thq:Or the regression of ozone, the regression coefficigfrase

characteristic timescale of each forcing are unlikely to de- . . : : .
. : ) . : .__._given in relative percentage units. First, we regress absolute
scribe a physical link with the dependent variable. This is : = .
values of tropical mean mixing ratio, and then the percent-

especially true in the stratosphere, where the responses are .
ages are taken on the long-term climatology.
not modulated by the ocean.

In the case of the QBO, the indice80 andu10 are ap- The _regression model descriped by Eq. (AG).iS uged in the
. . ; analysis of the reference all forcings set. In the idealized sets,

proximately sinusoidal and nearly orthogonal to each other.the forcings that are kept fixed are excluded from Eq. (A6)

As such, the use of different lags would introduce correla- ' '

tions between them, and therefore loss of orthogonality. The

most accurate fit is obtained by computing the regression co-

efficient, and hence without using any lag in any of the QBO

indices. This motivates a different treatment of the QBO in

Eq. (A4) compared to the other terms, i.e. by usipg = 0.
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Abstract

Increasing evidences suggest that solar activity levels may decrease in the neaAhraure |
et al., 2008;Lockwood et al., 2011], similar to what occurred during the grand “Maunder Min-
imum” in the 17" century Eddy, 1976]. This prompts modeling studies on the effects of a
future solar minimum under climate change projections. Climate simulations have shown that
a reduction in solar irradiance of 4-6 W#mvould diminish the projected global warming by a
small, but significant, fractionJpnes et al., 2012;Meehl et al., 2013;Anet et al., 2013]. How-
ever, a solar dimming of this magnitude is excessive according to recent evid&tmzsr|
et al., 2013;Feulner, 2011], and thus, unlikely to occur. Our study examines the impact of a
more plausible future minimum in coupled ocean-atmosphere-chemistry climate change sim-
ulations, driven with a mid-range emissions scenario for greenhouse-gases. While the solar
minimum would have a negligible effect on global warming, it exerts a significant influence on
boreal winter climate change, reducing the Arctic Amplification by 30%. For the first time, we
show how dynamical (top-down) and radiative (bottom-up) mechanisms triggered respectively
by ultraviolet and visible radiation contribute to the regional response to a solar minimum in a
climate change scenario. According to our findings, the role of solar forcing uncertainty should

be reconsidered in climate change assessments.
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1 Introductory paragraph

The Sun is the fundamental source of energy for the climate system. The lack of understanding
of the Sun’s interior limits the range of predictability of future solar activity. Thus, solar vari-
ability represents a source of uncertainty in future forcings used in climate simulations, with
a descent of solar activity into a grand minimum as one possible scenario. Hence, modeling
studies are needed to quantify the effects of this hypothetical evolution on climate change pro-
jections. With aid of experiments from a state-of-the-art Earth system model, we show that a
period of reduced solar activity would not alter the projected change associated with a mid-
range emission scenario. However, large regional responses emerge in the winter Northern
Hemisphere, involving a modulation of internal modes of variability, and a reduction of the
Arctic Amplification by 30%. To understand these responses, we assess the role of amplifying
mechanisms, triggered by irradiance changes at different wavelengths of the solar spectrum,
and find a distinct but complementary role of ultraviolet and visible radiation. According to
our findings, the role of solar forcing uncertainty should be reconsidered in climate change

assessments.

2 Introduction

Space-born measurements of solar irradiance indicate a 11 years cyclicity in solar activity.
Proxy evidences also suggest variations on longer time scales, such as the minimum sunspot
activity in the 17" century, referred as the Maunder Minimum, an epoch during which solar
activity was likely to be lower than preseriddy, 1976;Vaquero et al., 2011]. A number of
studies have recently raised the possibility of a descent of solar activity into a new grand mini-
mum, similar to the grand Maunder MinimurAkreu et al., 2008;Lockwood et al., 2011;Roth

and Joos, 2013]. The weakness of the current solar cycle number 24, and the unusually deep
minimum in 2008-2009Janardhan et al., 2011;Nandy et al., 2011;Lockwood, 2011] support

this view. However, model projections of the®2tentury participating in the Fifth Coupled

Model Intercomparison Project (CMIP5) did not include any type of solar variability, other
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than repeating the previous solar cycle number 23 or thedastdbserved solar cycleMyhre

et al., 2013]. Thus, the solar forcing employed in CMIP5 models may not be representative of
future conditions. In this context, it is necessary to assess the potential impact of a hypothetical
and realistic solar minimum on Earth’s climate.

With this rationale, a number of studies have been performed with models ranging from
intermediate complexityHeulner and Rahmstorf, 2010], box-diffusion Jones et al., 2012], to
fully coupled ocean-atmosphere models with interactive chemiseghl et al., 2013; Anet
et al., 2013]. Despite the differences in the modeling framework, the simulations perturbed by
a grand minimum consistently show a 0.2-0.3 K reduction of the 2 K global mean temperature
rise projected by their control RCP simulations by 2100, in which current observed levels in
solar activity are assumed. These studies were instructive in showing that an idealized grand
minimum state would partly reduce global warming by 10%. However, they imposed extreme
reductions in solar irradiance (as e.g., 0.4%Anet et al. [2013]), which are overestimated by
a factor of 4 or more according to paleo reconstructidesiper, 2011;Socker et al., 2013].

Our study explores the climatic impact of a future solar minimum calculated as a mean
over the minima recorded in the last four solar cycles, including the deep minimum in 2008-
2009. This type of forcing represents the Maunder Minimum conditions more cl&sblyjyer
et al., 2011;McCracken and Beer, 2014], providing a more plausible scenario than those used
in previous modeling studies. We use the Community Earth System Model (CESM), including
the Whole Atmosphere Community Climate Model atmospheric component (CESM-WACCM),
which incorporates a good resolution of the stratosphere and interactive ozone cheviasshy |
et al., 2013]. The model is able to capture the “top-down” propagation of the solar signal from
the stratosphereChiodo et al., 2012] and the “bottom-up” propagation from the ocelsiedghl
et al., 2009]. One ensemble of three climate change simulations is driven with a solar minimum
(MIN), which is constant throughout a 58 years long period (2008-2065). A second three-
member ensemble is driven with the last four observed 11-yr solar cycles (RCP45) (see Fig. S1).
The spectral irradiance is taken frahng et al. [2005]. The MIN forcing implies a wavelength

dependent decrease in solar irradiance relative to the RCP45 case of 0.3¢aVM03%).
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Two additional experiments are performed to clarify the namtdms that contribute to the
surface response. In these experiments, the MIN forcing is imposed separately in the ultravi-
olet (120-350 nm) and visible (350-700 nm) range, and are referred as MINuv, and MINvis,
respectively, and implies a decrease in solar irradiance relative to the RCP45 case of 0209 W/m
and 0.27 W/m. The MINuv forcing has a direct impact in the stratosphere due to ozone ab-
sorption of the UV radiationGray et al., 2010]. Thus, its tropospheric and surface impacts are
linked to a transmission of the solar signal from the stratosphere to the tropospheicoge,
and Kuroda [2002]) (known as top-down mechanism). The MINvis forcing directly affects the
surface radiative balance, and is thus associated with the direct impact of the solar signal at
the surface, which has been referred as bottom-up mechakieehl[et al., 2009;Gray et al.,

2010].

3 Resaults

The simulated evolution of the globally averaged surface air temperature (SAT) is shown in
Fig. 1a. A linear increase of approximately 0.2 K per decade is found over the simulated pe-
riod of MIN and RCP45 simulations. The linearity of the temperature trend is associated with
the steady increase in GHGs concentrations over the 2000-2065 period in the RCP4.5 scenatrio.
Contrary to previous studies, the impact of the MIN forcing at global scales is negligible. How-
ever, there are significant differences between the MIN and RCP45 ensembles in the North-
ern Hemisphere (NH) high latitudes (80-90°N) during the boreal winter season (DJF mean,
Fig. 1b). In this region, the warming trend is much larger than in the global mean, a behavior
that has been reported in most of the IPCC-ARS5 models as the “Arctic Amplificat@rthfan
et al., 2013] (see Fig. S2a). Interestingly, the MIN forcing reduces the Arctic Amplification
effect by roughly 30%.

Consequently, we explore the spatial distribution of the SAT response to MIN, computed as
the difference between the 2005-2065 climatologies of the MIN and RCP45 ensemble means
(Fig. 2a). A widespread cooling region is found over the Arctic, with peaks of 1.2 K in the

Bering Sea. This response englobes the eastern part of the Pacific basin, and extends to the
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western Tropical Pacific, resembling a horse-shoe pattehre similarities with the Pacific
Decadal Oscillation (PDOMantua et al., 1997] indicate that the response to the MIN forcing
projects onto a negative PDO-like pattern. There is also significant cooling over Siberia up to
0.8 K, and warming of similar amplitude over eastern North America, which extends to the
North Atlantic. Overall, the cooling signals are similar in magnitude to those report@ddby

et al. [2013] during winter (see their Fig. S3), despite the larger irradiance reduction employed
in their study. It is also interesting to note that a similar regional distribution of the cooling was
also observed byleehl et al. [2013] at the late stages of their simulations (see their Fig. 3). This
suggests that this pattern does not respond linearly to solar forcing. The cooling in the Bering
Sea and the PDO-like structure are reproduced in the MINvis case (Fig. 2b), which indicates that
the Pacific response is driven by direct changes in the radiative balance at the surface through
the dimming in visible wavelengths. Interestingly, the negative PDO-like temperature response
to the solar minimum resembles that associated with the global warming hiatus over the last
decade Kosaka and Xie, 2013], which coincided with the descending phase of solar cycle 23,
and the deep solar minimum in 2008-2009. On the other hand, the signal over Siberia is well
captured in the MINuv experiment (Fig. 2c), which points at the role of the UV forcing in
this response, and suggests a contribution of the top-down mechanism (s&tatlees et al.

[2006]; Gray et al. [2010]). We note that the cooling up to 1-1.5 K in the NH account for as
much as 30-40% of the GHG-induced warming of 3 K simulated over the 2005-2065 in the
NH high latitudes (Fig. S2b). Thus, it is clear that the MIN forcing significantly modulates the
regional patterns of climate change. The impact on the Arctic Amplification is mostly due to
a reduction of the warming in Siberia, Alaska and the Bering Sea, while in the eastern North
America and Europe the climate change effect gets amplified.

A boreal winter response to solar MIN is also seen in sea level pressure (SLP), as shown in
Fig. 3a. A dipole is evident in the Pacific basin, suggesting a SLP increase in the West Pacific,
and a decrease over Alaska, which is consistent with an eastward shift of the Aleutian Low pres-
sure system observed during minima of the 11-yr solar cyzihei ftoforou and Hameed, 1997].

The SLP increase reaches 1.4-1.6 hPa over the regions where cooling is observed in Fig. 3a, in-
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dicating a link between the temperature and circulationolses. It is also reproduced in the
Pacific in the MINvis experiment, although with much larger amplitude than in MIN (Fig. 3b).
This SLP pattern over the Pacific in MIN and MINvis indicates a shift of the westerlies towards
the North East, which inhibits the advection of mild air off the coast of western North America.
In addition, stronger westerlies over the northeastern part of the North Pacific result in more
southeastward transport of cooler surface water and a negative SST anomaly (ddere.g.,
mann [1994]), which shapes the horse-shoe cooling pattern. Taken together, the cooling over
Alaska, the Pacific SLP increase and the PDO pattern in the MIN ensemble are all related to a
reduction in VIS directly affecting the surface energy balance, and consequently, surface tem-
peratures.

We note that the simulated basin-wide SLP increase in the Pacific (Fig. 3b) is not in line
with the observed SLP increase during peaks of solar actii@y pnd Haigh, 2010]. This
apparent inconsistency is possibly due to the difference in the time scales of the forcing and
the associated response. In this work, a perpetual minimum in spectral irradiance is imposed
over a period of 58 years, thereby involving feedback processes (as e.g., the changes in sea-ice)
that are not effective over the 11-yr solar cycle due to the transient nature of the solar forcing.
Imposing a solar forcing over a multi decadal period leads to responses that project onto decadal
scale modes, such as the PDO. Therefore, long-lasting responses are different than those found
over the 11-year solar cycle.

The surface response to the MINvis forcing is relatively large considering the small decrease
in solar irradiance (0.27 W#). Thus, the signal needs to be amplified by processes occurring
at the surface. Fig. 4a shows the simulated boreal winter mean sea-ice concentration (SIC)
response to MIN in the Pacific basin. Relative to the RCP45 ensemble, the MIN experiments
show a SIC increase of 8% in the coastal regions of Alaska and Russia, which is where the sea-
ice edge is placed during the first simulated decade (2005-2015). The SIC increase relative to the
RCP45 enhances the cooling localized in these regions (Fig. 2a) through an increase in surface
albedo, and a reduction in heat flux exchange between ocean and the overlying atmosphere.

This is reproduced in the MINvis experiment (Fig. 4b), while the UV effects are much smaller
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and not significant (Fig. 4c). This confirms the existence adwasal link between the reduction

in VIS and the sea-ice increase. Consequently, the surface temperature signal in the Pacific
basin for the MIN experiments (Fig. 2a) is mostly due to surface processes involving the sea-
ice positive feedback. Contributions from this feedback amplify regional scale solar effects
in regions where the sea-ice edges progressively shrink due to global warming, such as the
Bering Strait. A similar effect was also argued to enhance regional scale effects of a solar
minimum under a global warming scenario, compared to preindustrial condiong ¢t al.,

2010]. However, they applied a much stronger and spectrally uniform irradiance decrease in
their simulations of 2.7 W/f) which is one order of magnitude stronger than the irradiance
reduction employed here.

While surface feedbacks drive the MIN response in the Pacific basin, the origin of the zonally
asymmetric temperature pattern that comprises cooling over Siberia, and warming over eastern
North America (Fig. 2) is different. This pattern appears intensified in the first half of the sim-
ulation (2005-2035), when the MIN and MINuv responses are characterized by an anomalous
SLP increase over the Arctic (Fig. S3), coherent with the above temperature response. This
SLP response is reminescent of a negative Arctic Oscillation (AO), which is a leading mode of
variability of the SLP in winter in the NHThompson and Wallace, 1998]. Anomalous high
pressure over the Arctic fosters the development of cold anomalies in Siberia (Fig. 2). This
is only reproduced in the MINuv experiment (Fig. S3c), which indicates that UV changes and
their impact on the stratosphere are the main driver of this surface signal.

Changes in the AO pattern are one of the clearest manifestations of stratosphere-troposphere
coupling, and in particular of the proposed top-down solar mechanism through changes in zonal
mean zonal wind (e.gThompson and Wallace [1998]). To better clarify the stratospheric origin
of the AO signal, the zonal mean zonal wind response to the MIN forcings over the 2005-2035
period is analyzed (Fig. 5a). Easterly and significant anomalies are simulated in the NH high
latitudes, reaching 2.5 m/s at 30-40 km, and extending to the lower troposphere and surface
at 60°'N. These signals correspond with a weakening of the stratospheric polar vortex, in con-

nection with the weakening of the jet stream in the troposphere and the zonal mean flow at the
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surface. A significant signal in zonal mean zonal wind is aégwaduced in the MINuv exper-
iment, but not in the MINvis case (Fig. 5b-c). The weakening in stratospheric westerly winds
is caused by a decrease in UV absorption by ozone at low latitudes, whereby the meridional
temperature gradient slightly decreases. During the course of the boreal winter, easterly wind
anomalies are sustained by dynamical processes involving more wave deposition in the polar
stratosphere, which in turn favor a 35% increase in the frequency of major Sudden Stratospheric
Warmings in the MIN ensemble relative to the RCP45. This is consistent with the “top-down”
mechanism related to UV variability, which was first postulatedbgiera and Kuroda [2002],

and simulated in WACCMGQChiodo et al., 2012] and other model$fatthes et al., 2004, 2006;

Ineson et al., 2011].

Interestingly, the zonal mean zonal wind response in Fig. 5 does not appear throughout the
entire length of the MIN simulation (2005-2065), consistent with a less evident negative AO
signal over the second half of the simulation. This is due to a weakening trend in the westerly
winds simulated in RCP45 in the polar stratosphere (Fig. S4a), in response to climate change
and consistent with other modeling studiésrjssen et al., 2011;Manzni et al., 2014]. This
weakening trend leads towards a weaker polar vortex in the latest part of the RCP45 simulation,
with similar values to the weakening response to MIN. Despite being driven with the same
GHGs concentrations, the MIN ensemble does not show such response (Fig. S4b). This might
be due to a non-linear response and saturation machanism of the polar vortex to the presence of
two forcings, solar MIN and increasing GHGs, acting both to weaken the polar vortex. These
non-linear interactions have been documented among other combination of forcings such as
ENSO and QBOCalvo et al., 2009], or QBO and solar forcingcgmp and Tung, 2007]. Our
results show a causal relationship between the UV forcing and the polar vortex response in the
stratosphere, leading to the surface AO and temperature signals seen in the MIN ensemble in
Siberia and North America. Therefore, both bottom-up and top-down mechanisms, through

changes in VIS and UV radiation, separately drive surface signals.
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4 Concluding remarks

The inability to predict the long-term evolution of solar activity is a source of uncertainty in
future climate projections. The solar minimum employed in this study follows a scenario of
solar activity close to present levels, albeit with inhibited 11-yr sunspot cycle activity, follow-
ing what recent evidences have proposed for the futuBehrijver et al., 2011; McCracken
and Beer, 2014; Zolotova and Ponyavin, 2014]. In this sense, our scenario is realistic than
others because spectral irradiance changes are obtained during the recent solar cycle minima,
rather than relying on historical reconstructions of the Maunder Minimum. While this plausible
minimum would have a negligible effect on the global warming tendency under a mid-range
emission scenario, it would have a significant impact on northern hemispheric winter climate.
Relative to changes projected by the RCP45 scenario, the solar minimum produces a significant
cooling in parts of Russia, Alaska, and over the Pacific, while warming is simulated over east-
ern North America. The 'so-called’ Arctic Amplification effect would be reduced in winter by
30%, implying that a solar minimum would substantially delay the warming signal in wide parts
of the NH continental regions, accelerating it in more confined regions such as eastern North
America. In addition, the surface response in the Pacific strongly projects onto a negative PDO,
suggesting that the long-lasting solar forcing modulates coupled modes of internal variability at
decadal time scales.

A substantial part of the cooling in sub-Arctic regions and the PDO signal is primarily linked
to the solar minimum at visible wavelengths, which trigger “bottom-up” mechanisms involving
sea-ice feedbacks. On the other hand, the surface cooling signal over Eurasia is caused by dy-
namical changes in the polar stratospheric vortex, which are fostered by reduced stratospheric
absorption of ultraviolet radiation. Changes in the stratospheric zonal flow project onto a neg-
ative Arctic Oscillation pattern at the surface. This effect is not seen over the entire simulated
period, probably due to non-linear interactions between the solar and climate change forcings.

Thus, a future solar minimum would greatly modify regional scale climate change projec-
tions in the Northern Hemisphere. Even though the modeled changes in surface climate are lim-

ited geographically, they have far-reaching implications for the assessment of global warming
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impacts in other components of the climate system, such aslaigudes ecosystembipcias-
Fauria et al., 2012], and permafrost.pwrence and Sater, 2005]. Since the present results
have been obtained from a solar minimum within the observed levels of solar irradiance, these
results would also apply to a scenario in which the upcoming 11-yr solar cycle exhibit a smaller
amplitude compared to the last four in the irradiance records (20-23).

The role of future solar activity as a potential source of uncertainty is underrepresented in
the design of model projections participating in IPCC assessment repbyitsget al., 2013].
We conclude that it needs to be taken into account in the future, by e.g. designing possible solar
forcing scenarios, such as the experiments performed in this study. Given that both changes in
the visible and ultraviolet wavelengths are equally instrumental in creating surface temperature
anomalies, the present results also stress the importance for modeling groups to use spectrally

resolved solar scenarios.
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Methods summary

Climate model

We use the Community Earth System Model (CESM) version 1N&$h et al., 2013], which
includes the atmospheric component from the Whole Atmosphere Community Climate Model
version 4 (WACCM4), and the Parallel Ocean Program (POP) full ocean model. The atmo-
sphere resolution is 1°9atitude and 2.5 longitude with 66 vertical levels providing a well-
resolved middle atmosphere and an upper boundary at 140 km. In this version of the model,
tropical stratospheric winds are assimilated to reproduce a QBO as describatthgs et al.
[2010]. Incoming shortwave radiation is divided into 19 intervals from 200-5000 nm, 7 of
which are centered in the ultraviolet (200-350 nm) and 2 in the visible (350-700 nm) range.
Absorption of EUV radiation (i.e., below 200) nm is neglected. The atmosphere component
WACCM4 is fully coupled with a chemistry module, and photolysis rates are calculated in-line
using a resolution of 66 bands, covering all absorption lines from 120 nm onwards. Details on
the photochemistry calculations are givenMgrsh et al. [2007]. The ocean component POP
employs a nominal latitude-longitude resolution 8f{down to 1/4 in latitude in the equatorial

tropics) and 60 levels in the verticabgnt et al., 2011].

Experiment design

We perform two ensembles of three members each over the 2005-2065 period. In both en-
sembles, the atmospheric loadings of GHGs and ozone depleting substances (ODSs) follow
the Representative Concentration Pathway 4.5 (RCP4.5), i.e., a mid-range scenario used in the
IPCC-ARS5. In one ensemble, a transient 11-yr solar cycle is imposed by repeating the last four
solar cycles (20-23). This ensemble, which is referred throughout the paper as RCP45, was pre-
viously run for the IPCC-ARb5, and provides a reference case of climate change projections for
the 2F# century. The second ensemble is driven with the same RCP4.5 forcing for GHGs and
ODSs, and a hypothetical minimum in future solar irradiance. A constant spectral irradiance

is imposed from year 2008, which marks the minimum of solar cycle number 23 (see Fig. S1).
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This ensemble is referred as MIN, since the irradiance isinddsby averaging recorded years

in solar minima (1964,1965,1975,1976,1985,1986,1995,1996,2007,2008) of the spectral irradi-
ance dataset fromdang et al. [2005]. The averages were calculated separately for each band,
thereby adapting the solar forcing to get the best overlap with the spectral resolution of radi-
ation code. Two idealized experiments were also performed for the same period, in which a
solar minimum is separately imposed in the ultraviolet (120-350 nm) and visible (350-700 nm)
range, while the rest of the spectrum contains a transient solar cycle, as in the RCP45 ensemble.
These experiments are referred to as MINuv and MINvis, respectively. The radiative forcing
in the MINuv is confined to the stratosphere due to ozone absorption of UV radiation, while

in the MINvis, the dimming in the visible part of the solar radiation directly affects the surface

radiation budget (see e.@ray et al. [2010]).

Spectral irradiance forcing

In the MIN ensemble, the decrease in spectral irradiance relative to the RCP45 ensemble is
imposed in all wavelengths, as the input irradiance dataset Wang et al. [2005] does not
contain the compensating trends between visible and ultraviolet changes observed in the de-
scending phase of solar cycle 23 in recent SORCE-SIM diddiedper et al., 2009]. While the
decrease in UV dominates in relative terms (2-10%), the integrated energy change in VIS wave-
lengths (0.27 WI/rf) is more than three times that obtained in the UV (0.09 ¥/niRelative

to the RCP45 ensemble, the MINuv and MINvis experiments are solely driven with the relative

and energy decrease in the UV (120-350 nm) and VIS (350-700 nm) ranges.

Statistics

Statistically significant differences are computed using a Student t-test, including a correction
to take serial correlation into accouifiers and von Sorch, 1995]. The null hypothesis is that

the difference in the climatological averages of RCP45 and MIN ensembles is not significantly
different from zero. Throughout the paper, differences are considered significant when they

exceed the 0.05 (95%) confidence level. Three members are performed for each MIN and
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RCP45 ensembles, making a total sample size of 183 yearsdbicase.
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5 Figures
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Figure 1: Time series of the surface air temperature; (a)ajlplaveraged annual mean, (b) boreal winter mean
(DJF) averaged over NH high latitudes {(6B90°N). The stippled lines indicate the (a) annual and (b) winter
mean ensemble average in the MIN (black) and RCP45 (red) simulations. The shading depicts the spread spanned
by the three members of each ensemble, and is shown in green and orange for the MIN and RCP45 ensembles,
respectively. Bold lines indicate the running mean obtained with a 10-yr boxcar average. Units K
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a) SAT respocslﬁe in MIN [DJF]

b) SAT responéﬁ in MINvis [DJF]

c) SAT responGshtﬂe in MINuv [DJF]
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Figure 2. Polar stereographic projection of the boreal wifBJF) MIN response in surface air temperature,
calculated as the difference over the simulated period (2005-2065) between (a) MIN minus RCP45 ensemble

means, (b) MINvis minus RCP45, (c) MINuv minus RCP45. Stippled areas are statistically significant at 95%.
Contours are drawn every 0.2. Units K
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a) SLP respogﬁe in MIN [DJF]
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Figure 3: As in Fig. 2, for sea level pressure (SLP). Contotesleawn every 0.2 hPa. Units hPa
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SIC response in MIN [DJF]
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Figure 4: As in Fig. 2, for the sea ice concentrations (SICpoese in the NH Pacific sector. The sea-ice edge
(estimated as a grid cell containing more than 30% of sea-ice) simulated in the RCP45 ensemble during the 2005-
2015 period is represented by the blue stippled line. Contours are drawn every 2 units, corresponding to a 2 %

change in winter mean SIC.
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a) U response in MIN [DJF]
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Figure 5: As in Fig. 2, for mean zonal wind MIN response in thstfiralf of the simulated period (2005-2035).

Colours highlight regions where differences are statistically significant at 95%. Contours are drawn every 0.5.
Units m/s
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Supplementary material

TOA downwelling solar radiation
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Figure S 1: Time series of the global average downwellingrgaldiation at TOA in the MIN and RCP45 ensem-
bles. The average values are shown for both ensembles. Unit8.W/m
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Figure S 2: a) Boreal winter (DJF) mean ensemble mean clinfetege response in surface air temperature in
the RCP45 simulations, calculated as a difference of [2050-2065] minus [2005-2020] climatologies, units K.; (b)
relative impact (in %) of the MIN forcing on boreal winter climate change, calculated as the fraction of the surface
air temperature response in MIN (Fig. 2a) to the RCP45 climate change response shown in (a).
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Figure S 3: Asin Fig. 3, for the first half of the simulations (202035). Differences are shown for (a) MIN minus
RCP45, (b) MINvis minus RCP45, and (c) MINuv minus RCP45. Contours are drawn every 0.2. Units hPa
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Figure S 4: Climate change response in boreal winter mean wim@ as simulated in the (a) RCP45 and (b) MIN
ensembles, shown as climatological difference between the second and first half of the simulation (i.e., [2035-2064]

minus [2005-2034] climatologies). Colours highlight regions where differences are statistically significant at 95%.

Contours are drawn every 0.5. Units m/s
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6 Summary and conclusions

In the first part of this thesikthQdD_el_a',[ZQlilZ], the atmospheric response to the 11-yr solar
cycle is simulated in an ensemble of transient simulations from the WACCM3.5 model. The
novelty of the study lies in the combination of realistic forcings used to drive the simulations
over the 1960-2005 period. This allows for a direct comparison between the modeled solar
signal and that observed from re-analysis and satellite datasets. In addition, as solar signals in
models are usually analyzed based on individual simulations, the availability of four ensemble
members allows for an improved estimation of the internal variability, thereby posing a more
stringent statistical test of the putative signal.

The results have shown that WACCM3.5 simulates a significant 11-yr response in the trop-
ical stratosphere, characterized by an increase in temperature and ozone during peaks of the
solar cycle, which maximize in the upper stratosphere at 40-50 km. Compared to the previous
WACCM version (WACCM3.1), WACCMS3.5 provides much closer estimates to the observed
solar signal in temperature and ozone in the tropical lower stratosphere at 20 km.

During winters with peak solar activity (solar maximum), a poleward and downward migra-
tion of a westerly wind anomaly is simulated, consistent with the modulation of the polar night
jet reported in observationk{)_dﬂta_and_KuLQda\JZO_QilZ]. It is shown that an increase in UV-
absorption in the tropical stratopause region initiates the westerly wind anomaly in the subtrop-
ical upper stratosphere. Subsequently, changes in wave propagation and momentum deposition
amplify the wind anomaly, and transfer it poleward and downward to the lower polar strato-
sphere. There is also a concomitant weakening of the Brewer Dobson circulation, which causes
the temperature increase in the tropical lower stratosphere at 20 km. This winter response is not
reproduced in the previous WACCMS.1 version, which is possibly due to its worse stratospheric
polar jet and SSWs climatology. It is argued that for this reason, the tropical lower stratospheric
response in WACCMS3.5 is more realistic than in WACCM3.1.

WACCMS3.5 also reproduces the apparent QBO-solar modulation of the polar vortex in late
winter (February) reported dbﬁbﬂ&éﬂL&Bj,Qo_QhLlo_dS], whereby a cold and strong vortex is
seen in QBO east conditions, while a warm and weak vortex is observed in QBO west winters.
However, this behavior is not reproduced in all ensemble members, suggesting an influence
of the initial conditions, and thus the lack of robustness of the modeled QBO-solar modula-
tion. During boreal winter, there are also signals in tropospheric and surface climate, such as a
positive NAO phase in the Atlantic sector, a weakening of the Hadley cell, and an increase in
precipitation off the Equator. The tropospheric signals agree well with observations, and seem
to be linked to the stratospheric polar vortex response to the 11-yr cycle.

Overall, the modeled response to the 11-yr solar cycle is close to observations, both in
the tropical and extratropical stratosphere. The winter solar signal is found to be con-
sistent with the conceptual model proposed biKQ_dﬂ'_a_a.lld_K!.u’_O_dd [IZD_Qi], and provides
evidence for the polar route within the stratospheric “top-down” pathway depicted in
Section 1.3. For the first time, this mechanism is confirmed in model simulations using
realistic forcings. It is argued that the model success in simulating a realistic solar signal
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is closely tied to the improved polar vortex climatology and ariability.

The second part of this thesm_a“;oﬂ] investigates the feasibility of separating
the 11-yr solar signal from other natural sources of variability using regression methods in
timely limited records, such as the simulations analyzed in the first study, and state-of-the-art
observational data sets that only cover at most three solar cycles (1979-present). This study
focuses on the tropical stratosphere, where a large portion of interannual variability is due to
ENSO, QBO and major volcanic events, to investigate whether these sources of variability
potentially map onto the quasi-decadal signal commonly attributed to the 11-year solar cycle.
Simulations including all observed forcings are compared to idealized experiments excluding
one of the non-solar forcings mentioned above. The solar signal is diagnosed using a novel
MLR approach never used before in this field, which reduces collinarity between indices, and
the autocorrelation in the model time series.

It is found that a large fraction of the apparent solar cycle response in both ozone and tem-
perature in the tropical lower stratosphere (at about 20 km) is due to two volcanic eruptions (El
Chichbn in 1982 and Mt. Pinatubo in 1991). These eruptions map onto the 11-yr signal due to
their alignment with the peaks of solar cycles number 21 and 22. In ozone, a minor contribu-
tion to the apparent solar signal is also due to the QBO. In addition, interannual variability in
tropical upwelling may complicate the attribution of ozone changes. Consequently, the larger
temperature and ozone response in the tropical lower stratosphere in WACCM3.5, and the ap-
parent improved agreement with observations compared to WACCM3.1 evidenced in the first
part of this thesis could be due to the inclusion in this model version of volcanic heating and
QBO forcings.

Since signals from other sources of variability can overlap with the apparent 11-yr solar sig-
nal, unambiguous attribution of solar effects is challenging. Hence, it is important to determine
the minimum number of years needed to detect a robust solar signal in observational records.
In the upper tropical stratosphere (40-50 km), a robust solar cycle signal can be extracted us-
ing regression analysis of 10-15 years of data, suggesting that available observational records
are long enough for accurate determination of the solar signal. However, in the tropical lower
stratosphere (20-30 km) it is unfeasible to obtain a robust estimate of the solar signal from either
the 25-years long typical re-analysis record, or from 45-years long simulation. This is due to the
effects of EI Chichén and Mt. Pinatubo eruptions. Excluding a two-year window correspond-
ing to the post-eruption periods from the regression analysis ameliorates the attribution issue,
but also drastically reduces the apparent solar signal in the tropical lower stratosphere. In this
region, more observations of 11-yr cycles without concomitant major eruptions are still needed
to clearly detect a solar signal in lower stratospheric temperature.

These results indicate that the portion of quasi-decadal variability, which can be unam-
biguously attributed to the solar cycle in the tropical lower stratosphere may be smaller
than previously thought. This has implications for the interpretation of the “tropical
route”, which has been proposed as a possible pathway for the downward propagation
of the solar signal. The present results suggest that the dynamical mechanisms associ-
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ated with this pathway, which are described inH aigh et all [|2_O_O_Elb]; Haigh and Blackburn
[ILO_O_é];b'_mpson_eI_aﬂ [2_0_0_43], and are based on dynamical adjustment in the tropospheric

jet to heating in the tropical lower stratosphere, may be linked to volcanic heating rather
than solar variability.

In the last part of this thesis, the impact of a future solar minimum under climate change
conditions is investigatemo_d_o_e_t_aj, M_&u_bmitlﬁld]. The anomalous behavior of solar
activity during the current solar cycle number 24 has shown that the 11-yr solar cycle is far from
being a quasi-periodic forcing. Thus, the approach of IPCC models to repeat the last four 11-yr
solar cycles may not be adequate. In addition, suggestions have been made for a near future
descent into an extended phase of reduced solar activity levels. As long-range forecasts of solar
activity are unfeasible, this represents one possible solar scenario that might be realistic.

An ensemble of three realizations of WACCM4 (as WACCM3.5 except that it is coupled to
a deep ocean model) is forced with perpetual solar minimum conditions from 2005 to 2065. A
realistic solar spectral irradiance forcing is calculated from data model|e_eLanLe1_a'.[|;0_0_Elb]
for the minima of cycles 20-23. This ensemble mean is compared with another forced with solar
cycle variability by repeating the last four 11-yr solar cycles. Both ensembles are forced with
a mid-range emission scenario of greenhouse-gases, the Representative Concentration Pathway
4.5 (RCP4.5), and thus only differ in the solar forcing. The design of the experiments allows
using simple climatological differences to diagnose the impact of the solar minimum on surface
climate, avoiding the problems in the detection of the solar signal associated with the regression
analysis evidenced in the second part of this thesis.

While a solar minimum would not alter the global mean surface temperature rise of 1.5 K
projected by 2065, results reveal that significant effects are found in boreal winter climate in
the Northern Hemisphere. Cooling up to 1-1.5 K is simulated over two separate regions of
Russia and the Bering Strait, which extends into a PDO-like pattern in the tropical Pacific,
while warming is simulated in Eastern North America. Over the Northern Hemisphere high
latitudes (6ON-90°N), the projected GHG-induced warming tendency is significantly reduced
up to 30% during solar minimum conditions.

The cooling in the Pacific is primarily due to the minimum in visible wavelengths, di-
rectly affecting the surface that are amplified by surface feedbacks involving changes in sea-
ice (“bottom-up” mechanism). The cooling simulated over Russia is driven by a “top-down”
mechanism, whereby the minimum in ultraviolet radiation favors a more disturbed stratospheric
polar vortex that affects surface circulation patterns. This is consistent with the boreal winter
response to peaks of the 11-yr solar cycle shown in the first part of the tiGsol

]. However, the “top-down” contribution to surface anomalies is not obvious over the en-
tire simulated period, as a climate change tendency in the polar vortex cancels out the effects of
the minimum in the late stages of the simulations. Thus, the effect of a prolonged solar mini-
mum on boreal winter surface climate is due to two different mechanisms, initiated by changes
in irradiance in different regions of the solar spectrum.

Even though the modeled changes in surface climate are observed in geographically
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limited regions, they have far-reaching implications for the assessment of global warming
impacts in other compartments of the climate system, such as high-latitude ecosystems.
The role of future solar activity as a potential source of uncertainty needs to be reconsid-
ered in the design of CMIP6 model projections that will participate to the next assessment
reports. One method would consist of designing solar forcing scenarios, such as the ex-
periments performed in this study. Given that both changes in the visible and ultravio-
let wavelengths are equally instrumental in creating surface temperature anomalies, the
present results also stress the importance of using spectrally resolved solar scenarios.

7 Outlook

The thesis has provided answers to three different questions regarding the impact of the 11-yr
solar cycle signal in climate. Still, many other aspects about the sun-climate relationship remain
unclear.

One research question of high relevance to the climate community is the impact of the uncer-
tainty in the UV forcing in light of the recent SORCE-SIM measurements, as discussed in Sec-
tion 1.1. Over the descending phase of the solar cycle 23 (2004-2007), SORCE-SIM estimates
show a larger UV variation compared to the dataiLtmn_el_aJ.[IZD_O_Ek] that are widely used
in modeling studies, including the WACCM simulations performed in this thesis. One recent
study evidenced that a stronger UV forcing exacerbates the “top-down” mechanism, leading to
a strong NAO responshiesgn_el_dl.[ZQli]. However, as SORCE-SIM data only extend over
part of the solar cycle 23, they may not be representative of 11-yr variability, and must still be
considered as provision ]. Some discrepancies in the UV variability are also
found in the longer term, if data frohx&a.n_el_aj{IZD_O_Ek] are compared with the empirical model
of [KLIALOALa_e_t_a.d [ZD_O_é] (see Figl_14). This suggests that the modéLﬁ&n_el_a'.[IZD_O_Ek] may
be underestimating UV variability. A mismatch appears across the whole UV spectrum, albeit
with much weaker amplitudes than when the Lean model is compared to SORCE-SIM. It is
therefore clear that solar variability in these bands is uncertain. The impact of such uncertainty
on the modeled climate is currently being explored in WACCM3.5 as an extension to this thesis
work. This can be done by performing sensitivity experiments driven with an artificial increase
of 1-3% in the mid UV (240-270 nm) and near UV (300-400 nm). These estimates represent
the long term UV uncertainty, and thus, are more realistic than the extreme UV forcings used in
previous studies (e.dl:lb.igh_el_ad, [2Q1£bﬂnﬂsgn_el_a|l12QlHMﬂkeJ_eLa.|,[2Q1i]). Since these
bands are absorbed at different heights in the tropical stratosphere, they can potentially lead to
different dynamical responses in the polar stratosphere.

Another open research question of great interest to the sun-climate community is related to
the QBO-solar modulation discussed in Section 1.4. In the first part of the thesis, this feature
was found not to be robust across ensemble members. However, one limitation of WACCM3.5
lies in its inability to generate a self-consistent QBO. Prescribing the observed tropical winds
may inhibit the interactions between the solar cycle and the QBO, which are key to capturing
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igure 14: Relative 11-yr variation in solar spectral ireadtie in data from empirical modm
Eéaﬁil&um_el_a] 2006] and from SORCE-SINHarder et al, [2009].

the extratropical response. For this reason, this topic can be explored in a model with an in-
ternally generated QBO such as the Hamburg Model of the Neutral and lonized Atmosphere
(HAMMONIA) [[Ss:hmidl_el_éllzﬂld)] A set of transient experiments with the same set-up as

in [|2Q;Li] will be performed, albeit with an internally generated QBO. Since the
modelled QBO is not in phase with the observed QBO, the role of the observed alignment be-
tween the QBO and solar cycle phases in the solar signal can be assessed, shedding light on the
robustness of the QBO-solar relationship.
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Resumen y conclusiones de la tesis

I ntroduccion y métodos

Las variaciones en la actividad solar dan lugar a fluctuaciones en la irradiancia total recibida
en la Tierra, o lo que es lo mismo, en la densidad de flujo de energia entrante en el tope de
la Atmosfera. Desde el aio 1979, los satélites han tomado medidas de la irradiancia total, la
cual posee una variacin cuasi periodica, a la que se denomina ciclo solar de 11 afos. Este ciclo
esta asociado a las manchas solares, que aumentan en fase con la irradiancia. Entre maximos y
minimos del ciclo de 11 afios, hay una variacion de in¥\io cual se traduce en un forzamiento
radiativo despreciable para el sistema climatico.

Sin embargo, la variacion ciclica en las bandas del ultravioleta es mucho mas grande (5-
10%) que en la irradiancia total (0.10/Erp'hligh and Leanﬁo_ojl]. Debido a que la radiacion
ultravioleta se absorbe en la estratosfera, el mayor impacto del ciclo solar ha de esperarse
en esta regibn atmosférica, donde el ozono presenta su mayor concentkéai@maku
]. En linea con estas expectativas, durante maximos de actividad solar se observa un ca-
lentamiento de 1 K en la estratopausa tropical, y un aumento de rev.and Hoqd
|2Q0.$;[Rands—iandﬂd2@]. Por otro lado, los picos de actividad solar también se asocian
con un calentamiento de la baja estratosfera tropical (20 km) y de las latitudes medias en la
troposferaLF_rame_and_G_rdyQOﬁ'. Ademas, se han observado cambios en el chorro polar

estratosféricri&odﬂta_and_KuLQdaZD_QjZ], y troposféricdl:ﬂaigh_el_aﬂ, [20_O_$] y otros estudios

también sugieren una influencia solar sobre patrones de variabilidad como la Oscilacion de

Atlantico Norte (NAO) IEﬂeﬂo_e_t_dl.QO_O_:b] y los bloqueoéﬂame_ejLo_e_t_aJ, |;0_0$]. La

aparente respuesta al ciclo solar en estas regiones atmosféricas se debe a efectos indirectos que

ﬁlia no se conocen y que, por consiguiente, son actual objeto de investi
].

Con objeto de dar una explicacion de la sefial observada en las bajas capas de la estratosfera
y troposfera, se han propuesto diferentes mecanismos. Un posible mecanismo consiste en una
propagacion durante el invierno boreal de fluctuaciones en el chorro polar estratosférico

AZO_Qi]. Otros estudios sugieren un ajuste dinamico del chorro troposférico
aanomalias térmicas en la baja estratosfera troﬂmigh_aﬂdﬂagm.l_rlrﬁo_ojé]&_mm_on_el_il.
]. Aunque estos mecanismos difieren en la causa que los provoca, tienen en comidn la
importancia de la radiacion ultravioleta en generar anomalias térmicas en la estratosfera, que
desencadenan cambios en la interaccion entre ondas atmosféricas y flujo medio.

A pesar de las numerosas evidencias de un aparente impacto del ciclo solar sobre el clima,
existe un problema en la caracterizacion estadistica de la sefial en las observaciones. Para
la atmosfera libre (5-50 km) solo existen datos observacionales de los Gltimos 30 afios (1979-
presente). Esto dificulta la separacion de la sefial solar de otras fuentes de variabilidad climatica,
como la oscilacion del Nifio (ENSO), la oscilacion cuasi bienal de los vientos de la estratos-
fera tropical (QBO), los volcanes, y la variabilidad interna. Debido a la corta longitud de los
registros observacionales, la fiabilidad de técnicas estadisticas como la regresion multiple son
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cuestionables, a pesar de que su uso para extraer la sef@ dieskervaciones esté bastante
extendido (p.j.S.m&amaadﬂ&bﬂ&0.0ﬁ];Eame_aad_G_rd)ﬁ;Oﬂ]).

En este contexto, el uso de modelos resulta provechoso para investigar los mecanismos que
se han propuesto en la literatura, y para estudiar cuan robusta es la sefial solar observada. La
mayoria de las simulaciones hechas con modelos acoplados de quimica-clima han sido capaces
de reproducir el calentamiento en la alta estratosfera tropical (50 km) observado durante picos
de actividad soIaI[E[Lame_and_G_dﬂZleb]. Sin embargo, los modelos generalmente no repro-
ducen la seial en la baja estratosfera tropical, y la sefal invernal en altas lalGualest a
]. Por otro lado, las simulaciones que reproducen estos patrones han empleado condi-
ciones de contorno idealizadas, como un patron fijo de actividad solar y temperaturas del océano

constantes[hﬂatsh_elﬁi [ZDQJY LSLhﬂlLdl_el_dl [Zﬂld)] excluyen la QBdIbumah_el_ad lzop;k
[RgzanmLel_illZD_OJl [20_0;41] o con una amplitud del forzamiento de la radiacion

ultravioleta exagerad [.201 i]. Por lo tanto, cabe preguntarse si:

e Es posible reproducir la respuesta observada al ciclo solar en la baja estratosfera,
usando un modelo de gimica-clima, con condiciones de contorno is realistas?

e Es posible extraer una seal robusta de las series observadas, teniendo en consid-
eracion su extensbn limitada?

Otra cuestion a destacar es la incertidumbre acerca de la evolucion futura de la actividad
solar, y de su posible impacto sobre el cambio climatico futuro. Aunque la actividad solar

sea poco predecible a escalas de tiempo decadﬁdﬂadliaﬂdK_riVOMIaJ;OLi], muchos es-

tudios apuntan a la posibilidad de que el Sol pueda entrar en una fase de inactividad prolon-

gada|E\bLQu_e1_a' 2008; [LQ_QKMLO_Qd_eLdI [Zﬂli ], parecida en duracion y amplitud al minimo

de Maunder del siglo XVIIIE dd]/ ] Los estudios de modelizacion que han investigado

esta cuestion (p.jAnet et a|.[|;0_é], Meehl et a|.|2Q13L]), han empleado un forzamiento solar

basado en reconstrucciones del minimo de Maunder, como ' .[|2Qli], que
sobrestiman la disminucion de la irradianm ]. Es por ello que entonces cabe
cuestionarse:

e Cual es el impacto de un posible imimo solar futuro en condiciones de cambio
climatico?

Para abordar estas tres cuestiones, se realizan simulaciones climaticas con el modelo acoplado
de quimica-clima WACCM3.5. Debido a la quimica interactiva, este modelo climatico es capaz
de simular la interaccion entre la radiacion ultravioleta y el ozono estratosférico. Ademas, por
su alto tope atmosférico (140 km) y resolucion vertical (66 niveles), es capaz de representar la
dinamica estratosférica de manera adecuada, y es por tanto la herramienta ideal para investigar
los mecanismos dinamicos que se han propuesto anteriormente para explicar la respuesta de la
atmosfera al ciclo soIaIQLa;Lej_aﬂ, Igoﬁ]. WACCMS.5 representa una version mejorada del
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modelo WACCM3.1 empleado en estudios anteriores de mod#lizae la respuesta al ciclo
solar (p.j.JMaLsh_e_t_a].[i;O_O_‘)f]) en cuanto a implementacion del forzamiento solar, y variabili-
dad estratosféric - [Zﬂlﬁb].

Discusbn de los resultados obtenidos, y conclusiones

En la primera parte de esta tes@J[_QdQ_el_a', IZQL’IZ], se estudia la respuesta atmosférica al
ciclo solar en un conjunto de simulaciones con el modelo WACCM3.5 aplicandole diferentes
condiciones iniciales. La novedad del estudio esta en el realismo de las condiciones de con-
torno empleadas para la simulacion del clima en la época de 1960-2005. Las simulaciones
incluyen las temperaturas observadas del océano, los efectos de las erupciones volcanicas, el
ciclo solar de 11 afos, el aumento de gases de efecto invernadero, y la QBO. Esto permite una
comparacion directa entre la sefal de 11 afos simulada con las observaciones de re-analisis y
satélites. Ademas, la dimension del conjunto (4 simulaciones independientes) es mas grande
gue en estudios anteriores, lo cual permite una mejor caracterizacion de la variabilidad interna
y de la significatividad de la sefal solar. Los resultados muestran una respuesta significativa
del modelo en la estratosfera tropical. Durante picos de actividad solar, ésta se caracteriza
por un patron de calentamiento y aumento de ozono, que alcanza valores maximos en las ca-
pas altas (50 km) y bajas (20 km) de la estratosfera tropical. En comparacion con la antigua
version del modelo, WACCM3.1, la sefial solar simulada por WACCM3.5 tanto en la temper-
atura, como en el ozono de la baja estratosfera tropical, esta mas cerca de los valores observados
en[ELa.me_and_QLd)ﬂZQlﬁb] yb&ukhamad_tlgbﬂmﬂfk].

Durante los inviernos boreales en condiciones de maximo solar, el modelo simula en el hem-
isferio norte una propagacion hacia la estratosfera polar y sucesivamente hacia la troposfera, en
coherencia con la modulacion observada del chorro polar estratosiﬂidﬁ_ra_and_Kuo_da

]. Durante maximos de actividad solar, el aumento de absorcion de la radiacion ultravioleta
en la alta estratosfera tropical desencadena una aceleracion del chorro estratosférico en latitudes
subtropicales (3IN). Sucesivamente, cambios en la propagacion y deposicion de momento por
parte de las ondas planetarias, amplifican las anomalias de viento zonal y dan lugar a su propa-
gacion hacia la baja estratosfera polar durante los meses de invierno. Una menor deposicion de
momento en la estratosfera polar causa, a su vez, un debilitamiento de la circulacion de Brewer-
Dobson, lo cual explica en parte el calentamiento de la baja estratosfera tropical (ZBskan).
respuesta de la estratosfera polar no se reproduce en el modelo WACCM3.1, posiblemente de-
bido al menor realismo en la climatologia del chorro polar y en la variabilidad de los eventos
sUbitos estratosféricos. Consecuentemente, se sostiene que la respuesta en la baja estratosfera
tropical es mas realista en WACCM3.5 debido a las mejoras en la respuesta polar.

El modelo utilizado también reproduce la modulamon de la sefal de la QBO en la estratosfera
polar durante los meses de invierno tardio (Febr ]

2005 [La.bllzke_and_lsunizéo_o_@] segln la cual, se observa un vortice fuerte y frio en fases este
de la QBO y maximo solar, y débil y calido en fases oeste de la QBO y maximo solar. Sin
embargo, esta respuesta no se reproduce en todos los miembros del conjunto de simulaciones,
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lo cual indica que dicha modulacion no es robusta. Duraniavédrno boreal en fases de
maximo solar, también se obtiene una sefial en el clima troposférico y en la superficie, como
la fase positiva de la NAO, el debilitamiento en la circulaciobn de Hadley, y la supresion de la
precipitacion tropical.

En conclusion, se muestra concordancia entre la sefial simuladay las observaciones, tanto en
la estratosfera tropical como polar. La sefial del invierno boreal es coherente con el modelo con-
ceptual propuesto ptbiodﬂta_and_lsutodeﬂzoﬂi], y aporta evidencia a favor de la propagacion
de la influencia del ciclo solar desde la estratosfera hacia la troposfera y superficie. Por primera
vez, este mecanismo se confirma en simulaciones forzadas con condiciones de contorno realis-
tas. Se sostiene que el éxito del modelo en reproducir la sefial observada se debe a las mejoras
en la climatologia y variabilidad del chorro polar estratosférico.

En la segunda parte de esta te|£]hipdp_el_aj,[2QlJl], se investiga la viabilidad de la carac-
terizacion de la sefal del ciclo solar de 11 aflos mediante métodos de regresion en el analisis
de registros limitados, como las observaciones y los datos de satélites. Este estudio se centra
en la estratosfera tropical, donde una porcion importante de la variabilidad interanual es debida
a factores como ENSO, la QBO y las erupciones volcanicas, con el objetivo de investigar la
posibilidad de que estos factores den lugar a la variabilidad cuasi-decadal que comunmente se
atribuye al ciclo solar. Se comparan simulaciones que incluyen todos los forzamientos obser-
vados con experimentos en los que se excluye cada uno de los factores mencionados anterior-
mente, a excepcion del ciclo solar de 11 afos. Se extrae la sefial solar en cada conjunto a través
de un método de regresion multiple nuevo en este campo, que reduce la colinealidad entre pre-
dictores y la auto-correlacion. La comparacion entre las componentes de 11 afios obtenidas en
cada experimento, cuantifica el impacto de los otros factores sobre la deteccion estadistica de la
sefial solar.

Se encuentra que una fraccion importante de la aparente sefal solar en temperatura y 0zono
de la baja estratosfera tropical se debe a dos erupciones volcanicas, cuyas cenizas alcanzaron la
estratosfera tropical (EI Chichébn en 1982, y Mt. Pinatubo en 1991). Estas erupciones dan lugar
a una sefnal de 11 afios debido a su coincidencia con las fases de maximo de los ciclos 21y 22.
En ozono, una menor contribucion a la aparente seial solar de 11 afios se debe a la QBO, y a
la variabilidad interna de la circulacion estratosférica. En consecuencia, la mayor intensidad de
la sefal solar en la baja estratosfera tropical en el modelo WACCMS3.5, y la aparente mejora en
comparacion con WACCM3.1 que se detalla en la primera parte de esta tesis, se deben en parte
a la inclusion en esta version del modelo del efecto de las erupciones volcanicas y de la QBO.

Debido a la presencia de otras fuentes de variabilidad, la atribucion de la sefal de 11 afios
en un registro de duracion limitada, como las observaciones, es complicada. Como las simula-
ciones se pueden extender a periodos mas largos que las observaciones, es posible cuantificar el
numero de aios requerido para detectar una sefial solar robusta, y consiguientemente determinar
la viabilidad de la extraccion de la sefal solar en los registros existentes. En la alta estratos-
fera tropical (40-50 km), s6lo se necesitan 15 afios para una estimacion fiable de la sefal solar,
gue consiste en un calentamiento de 0.8 Ky un aumento relativo de ozono de 2% en maximos
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solares, relativo a minimos del ciclo de 11 afos. Sin endyag la baja estratosfera tropical

(20-30 km), no es posible obtener una estimacion robusta de la sefial usando una ventana de 25
afos, como la que abarcan los registros existentes. Esto se debe a los efectos de las erupciones
de El Chichbn y Mt. Pinatubo. Si se excluyen los afios inmediatamente posteriores a estos
eventos (1982,1983,1991,1992), se mitiga el problema de atribucion. Por otro lado, también se
reduce la amplitud de la aparente sefial solar en la baja estratosfera tropical. Para una mejor
deteccion de la sefial solar en esta region, se necesitan mas observaciones de ciclos solares sin
erupciones volcanicas.

La porcion de variabilidad cuasi-decadal de la baja estratosfera tropical que se puede atribuir
al ciclo solar de 11 afos, entonces, es mas pequefa de lo que se creia con anterioridad. Estos
resultados tienen implicaciones de cara a la interpretacion de los mecanismos dinamicos que se
han propuesto para explicar la repuesta troposférica a anomalias térmicas en la baja estratosfera
tropical |Haigh et al,|;0_0_$;|Haigh and BlagkbuﬂH;O_OjHSimpsgn et A,IILO_OAB]. Los resultados
obtenidos sugieren que tales mecanismos estan asociados a las erupciones volcanicas, en vez
del ciclo solar de 11 afios.

En la Gltima parte de esta teskit[igd_o_el_aj, LZQlA.._SLmejIIELd], se investiga el impacto
de un futuro minimo de actividad solar bajo condiciones de cambio climatico. La debilidad
del actual ciclo solar 24 demuestra que el ciclo solar de 11 afos esta lejos de ser un forza-
miento cuasi-periddico. Por lo tanto, repetir los ciclos observados, o el Gltimo ciclo 23 para
el futuro, como se ha hecho en la mayoria de los modelos del quinto informe del IPCC, no
representa un método adecuado para representar la evolucion futura del forzamiento solar. Es-
tudios recientes han planteado la posibilidad de que el Sol entre en una prolongada época de
actividad reducida4breu et al, 2008;Lockwood et al..2011:Zolotova and Ponyavin2014]
gue se asemeje al minimo de Maunder del siglo XM ]. Como no es posible
predecir la actividad solar a largo plazo, un minimo solar representa un posible escenario fu-
turo tS_QIa.nkl_a.nd_KmLOAJ 1.

Se han realizado simulaciones del periodo 2005-2065 con el modelo WACCM4, cuya fisica
es equivalente a la de la version WACCM35 empleada en las simulaciones antes mencionadas,
pero con la inclusion del acoplamiento a un modelo de océano. En un conjunto de simulaciones
(MIN), se emplea un minimo constante para el periodo 2008-2065, calculado a partir de los
datos de irradiancia espectral[@n_el_aj.[ZD_O_,"lb] en las fases de minimo de los ciclos obser-
vados. En otro conjunto, se repiten los 4 ciclos observados (RCP45). Ambos experimentos se
fuerzan con el escenario futuro de rango medio de concentracion creciente de gases de efecto
invernadero empleado en el quinto informe del IPCC, denominado RCP4.5. La Unica diferencia
entre ambos reside en el forzamiento solar y el disefio de los experimentos permite el uso de
diferencias climatologicas para caracterizar el impacto del minimo solar en el clima de la super-
ficie, solventando asi el problema de la deteccion de la sefial solar asociado al uso de métodos
de regresion, que se ha puesto en evidencia anteriord!.élnimjb_el_aj,[ZQlJl].

Los resultados muestran que un minimo solar constante no tendria impacto sobre el calen-
tamiento global de 1.5 K, simulado para el afio 2065. Sin embargo, se encuentra un impacto
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significativo en el clima invernal del hemisferio norte. Espeesta al minimo solar, el modelo
predice un patron de enfriamiento de 1-1.5 K en Siberia y el Estrecho de Bering, que abarca
todo el Pacifico en forma de herradura, formando un patron parecido a la fase negativa de la
oscilacion decadal del Pacifico (“Pacific Decadal Oscillation”, PDO). Por otro lado, el modelo
simula un calentamiento en el este de Norte América, relativo al escenario RCP45. En prome-
dio sobre la franja de altas latitudes del hemisferio norte, un minimo solar reduciria la tendencia
de calentamiento global en un 30%, y modularia su distribucion espacial.

El patrobn PDO se debe a una reduccion de la radiacion en las bandas del visible, que afecta el
balance energético superficial. Ademas, el enfriamiento en las regiones del Estrecho de Bering
se amplifica a través de una menor disminucion del hielo marino comparado con el experimento
de control (RCP45). Por otro lado, el enfriamiento sobre Siberia se debe a la propagacion hacia
la superficie de anomalias en el flujo zonal estratosférico, que indican un debilitamiento del
vortice polar, causado por una disminucin en la absorcin de la radiacin ultravioleta. Estos
resultados son coherentes con la respuesta del chorro polar a picos de actividad solar, que se
detalla en la primera parte de la te@JLQdQ_el_a', [2Q1112]. Destacar que este efecto solo se
observa durante la primera época (2005-2035), debido a una respuesta no-lineal del vortice
polar estratosferico al aumento de la concentracion de los gases de efecto invernadero. Por lo
tanto, el efecto de un minimo solar durante el invierno boreal se debe principalmente a dos
mecanismos, desencadenados ambos por la radiacion de diferentes regiones del espectro solar.

Aunque los cambios relativos a la tendencia de calentamiento global son pequefos y limi-
tados geograficamente, una reduccion de la actividad solar tendria impacto en zonas muy sen-
sibles al cambio climatico, como el limite del hielo marino en el Estrecho de Bering, y las
regiones de tundra y permafrost en la Rusia continental. Los resultados de este estudio tienen
implicaciones en la evaluacion del impacto del calentamiento global sobre los ecosistemas de
las zonas sub-articas. El papel de la incertidumbre representada por la evolucion futura del
forzamiento solar se deberia de tener en cuenta en los futuros informes del IPCC. Para ello,
un método posible consistiria en disefar escenarios solares, como los experimentos realizados
en este estudio. Debido a que tanto la radiacion en el ultravioleta como en el visible generan
anomalias térmicas en diferentes regiones del hemisferio norte, estos resultados también indican
gue es fundamental emplear la irradiancia espectral en los escenarios solares futuros.
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